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Abstract

Computer simulations of liquid phases require an initial configuration from which to begin. The preparation of such an
initial configuration or ‘snapshot’ often involves the melting of a solid phase. This melting is usually undertaken by heating the
system at low pressure, followed by a lengthy re-compression and cooling once the melt has formed. This note looks at a novel
technique to produce a liquid phase from a perfect crystal using a standard Monte Carlo simulation code.
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1. Introduction ulation ‘box’ in a haphazard fashion is almost always
destined to fail; there being a high probability of ei-
An important prerequisite for the simulation of lig-  ther overlap for ‘hard-core’ systems, or the generation
uid phases is the generation of a suitable initial con- of very high energy configurations for ‘soft’ potentials.
figuration or ‘snapshot’. Given that the density of such The approach generally adopted to this situation is to
materials is often close to that of the crystalline solid start from a perfect crystalline structure (§&¢ and
(or even higher in the case of water) this is not a trivial then either heat the solid to beyond its melting point or
task. Simply placing atoms or molecules into the sim- simply expand the system to a low density state (this
can be done either by reduction of pressure or more
— _ _ __simply by enlarging the simulation box) so that the
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rameter), the system is then compressed and/or cooled2 — d Ising model, Monte Carlo simulations have been
to the desired thermodynamic conditions and an often used as a test of the quality of random number gen-
substantial equilibration run performed. To complicate erators[14,15] a test which many so-called ‘good’
the situation further, it should be stated that in com- RNG's have failed.

puter simulations the solid does not melt at the ther-  In this paper we describe an interesting observa-
modynamic melting temperature (at a given constant tion which, to the best of our knowledge, has not been
pressure) or at the equilibrium melting pressure (at a previously reported. It has been found that when per-
given constant temperature). In simulation studies of forming short, consecutive Monte Carlo simulations,
bulk solid phases where no free surface is present su-using the final configuration of the previous run as
perheating (super-expansion) of the solid phase is thethe initial configuration of the new run, and maintain-
rule rather than the excepti¢2-5]. In fact the temper-  ing the same initial seed throughout the consecutive
ature at which a solid phase melts at constant pressureMonte Carlo runs then solid phases melt even for tem-
is usually 20-30% higher than the equilibrium melting peratures below the melting poirik,,. The decay of
point. For this reason free energy calculations are usedthe solid structure is due to the non-Markovian charac-
to determine the equilibrium melting point of a model ter of the Monte Carlo simulations when performed as
T, Wwhere the pressure and chemical potential of both described. Although the Metropolis importance sam-
phases are identical. An alternative method is to create pling scheme is used to accept the trial configurations,
a solid-liquid interface and allow this to reach equi- the principle of detailed balance or microscopic re-
librium [6]. Once a coexistence point is known, the versibility is not satisfied. A number of short consec-
rest of the melting curve can be traced out using the utive Monte Carlo runs is equivalent to periodically

Gibbs—Duhem integration technig[i&8].
Algorithms do exist to produce an initial disordered

restarting the RNG from the same initial point dur-
ing a simulation. This resetting of the RNG breaks the

system, such as the ‘Skew Start’ method implemented Markov chain.

in the Molecular Dynamics simulation cod®ioldy

Here use is made of this “non-Markovian” melting

[9]. However, in this work a simple technique is pre- for practical purposes. By taking a disrupted configu-
sented that provides a rapid path to the production of ration, and by subjecting it to a standard equilibration
liquid phases. This technique can be applied to many run, results are produced that agree very well with
Monte Carlo[10,11]simulation codes and requires no systems obtained via much more circuitous routes in-

changes to be made to the source code.
In general no computer simulation is truly ergodic,
i.e. it does not have time to visill of the points in

volving many more simulation cycles.
Three examples are presented, a simple Lennard-
Jones system, an ionic salt (NaCl), and the melting of

phase space. However, one hopes that the duration ofice-I, to liquid water.

the simulation is such that the trajectory followed is
representative of the system. After a sufficiently long

run one hopes that the system is in its equilibrium state

and ensemble averages yield correct (to within statisti-
cal uncertainty) values for thermodynamic quantities.
Note that for complex systems a ‘sufficiently long’
run may be very long indeed. Facing the problem of
‘broken ergodicity’ has led to the development of spe-
cial Monte Carlo (MC) methods, such as the Jump-
Walking technique developed by Frantz et[&R]

In any MC simulation the quality of the random
number generator (RNG) used is of fundamental im-

portance. Producing a series of pseudo-random num-

bers from arithmetical methods is a far from trivial

task, and much effort has been devoted to this sub-

ject (seq13]). Indeed, given the exact solution for the

1.1. Simple system: The Lennard-Jones fluid

A system of 256 atoms, interacting via the Lennard-
Jones 12-6 (LJ) potenti§l 6], were arranged in a face
centered cubic close packed structure (Sige 1). For
the Lennard-Jones system the thermodynamic state
is described in terms of reduced unjis’] such that
p* = (N/V)o®, p* = p/(e/o®) and T* = T/(e/k)
wheree ando are the parameters of the LJ potential,
N is the number of molecules (or atoms in this case) of
the system, and’ is the total volume. For Canonical
ensemblgNVT) simulations one MC cycle includes
one trial move per particle (either a translational move,
or for non-spherical molecules, a rotational move). For
NpT simulations a trial change in the volume of the
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Fig. 2. Snapshot of the Lennard-Jones system after 200Np00
MC cycles. Results fof * = 0.75, p* = 1.00. The average value of
the density and of the order parameter obtained fromNipF run
arep™ = 0.98 and/y,;; = 0.72, respectively.

Fig. 1. Snapshot of the perfect lattice of Lennard-Jones atoms.
(Inki = 1.00.)

system is also performed. The pair potential was trun-
cated at = 2.70, and standard long range corrections
to the energy were added.

It is often useful to quantify the degree of order
in a system with a suitable order parameter. In this
study the intensity of the Bragg reflection from thd
planes of the crystal structure is used:

It = | Fra)? = Fua Fiy 1)

which is given by the square of the structure factor
defined as:

1 i=N
Fru = v Z fiexp(2mi (hx; + ky; +12)), 2

i=1
wherex;, y; andz; are coordinates of moleculaela-
tive to the vectors that define the simulation box. The
atomic scattering factorf; was arbitrarily set to one.
For ikl the planes with the most intense line were cho- Fig. 3. Snapshot of the disordered Lennard-Jones system after only
sen. For the perfect face centered cubic sflid= 1, 20 runs of 10NVT Monte Carlo cycles. The runs were performed
and for a isotropic liquidi. = O. at 7* = 0.75, p* = 0.98. The order parameter of the snapshot is
The LJ solid was studied by performimdpT sim- it = 0.001.

ulations at7* = 0.75 and p* = 1.00. Under these
conditions the thermodynamically stable phase is the of this final configuration is shown iRig. 2 In con-
solid [18,19] As an illustration of this stability an  trast to this situation, 20 consecutive runs ofN'GT
NpT simulation was performed. After 200 000 cycles Monte Carlo cycles are performed at the same temper-
the average value df,;; of the Monte Carlo run was  ature, also starting from the perfect crystal structure
Iy = 0.72 and the density was® = 0.98. A snapshot  with p* = 0.98. Each final configuration of a Monte
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Fig. 4. Plot of the decay afy,;; for the LJ system with respect to the
number of Monte Carlo cycles. Dashed line for 20 runs ofNAMT
MC cycles * = 0.75, p* = 0.98) compared with the first 500 MC
cycles of a standartipT run (solid line) performed ar* = 0.75,
p* =1.00 (after 200 000 cyclek,;; = 0.72).

Carlo run becomes the initial configuration for the sub-
sequent run, whilst maintaining the same initial seed
for the RNG. The result of this brief process of only
200 MC cycles is presented kig. 3. The evolution

of Iy, as a function of the number of cycles is pre-
sented inFig. 4 for both the non-Markovian melting
and a standardlpT run. The structure factor decays
rapidly, havingl,,; = 0.001 after 200 MC cycles. The
result is dramatically different from that of the plateau
reached by the standard run; the initial crystal structure
is now completely disrupted. This disrupted configu-
ration was then equilibrated for 1510° cycles in a
standardNpT MC run. The density and internal energy
obtained for the supercooled liquide$ = 0.8779 and
U/NKT = —8.3216, which compares extremely well
with p* = 0.8782 andlU/NKT = —8.3236 for the lig-

uid phase obtained by melting the solid at high temper-
atures and then slowly cooling the system back down
toT* =0.75 andp™ = 1.00.

Fig. 6. Snapshot of the NaCl system after 200 0G0 MC cycles

at 1200 K and 1 bar. The average density and translational order
parameter obtained from the runds= 1.7 g/cm® and,,; = 0.748,

1.2. lonic system: Simulation of NaCl respectively.

In this section an ionic system is studied in a simi- cated at the center of the ion. The melting point for
lar fashion to that of the Lennard-Jones described in this model was calculated to lig, = 1304 K atp = 1
the previous section. The system comprised of 512 bar[21] by means of free energy calculations using the
ions, half sodium and half chlorine, with the Bm Frenkel-Ladd method for the solid phd22]. The LJ
space groupKig. 5. The parameters for this model potential is truncated at= 10.6 A and long range cor-
are taken from Ref[20]. The ions consist of a LJ  rections to the energy were accounted for. Electrosta-
potential plus a Coulombic charge, eitleeor —e, lo- tics were treated using the Ewald sum technif83.
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Fig. 8. Plot ofI,;; with respect to the number of MC cycles for con-
tiguous block of 10, 50, 60, 65 and 75 cycles along with a standard
NVT MC simulation for NaCl a” = 1200 K andp = 1.7 g/cm3

Fig. 7. Snapshot of the disordered NaCl system after only 10 runs of However, for runs of 75 cycles the effect is reduced to

10NVT Monte Carlo steps at 1200 K apd= 1.7 g/cm3 The value
of the translational order parameter of the snapshpfis= 0.02.

With this in mind non-Markovian melting was under-
taken at a temperature @ = 1200 K andp = 1 bar.

In principle, at this temperature and pressure the solid

a slight drop inlj;.

1.3. Molecular system: Simulation of supercooled
water

In this example we present the case of a molec-

is the stable phase, and this was indeed the case durylar fluid; water. To describe water the TIP44]

ing a standardNpT MC run of 200000 cycles (see
Fig. 6). The resulting structure factor &y, = 0.748

andp = 1.7 g/cm? (note that/P2"**'= 1). However,
after 10 consecutivBlVT Monte Carlo runs of 10 cy-
cles ' = 1200 K, p = 1.7 g/cm?), again repeating
the RNG seed as in the LJ cadgy; drops to 0.02.

model was used. This model consists of a LJ site lo-
cated on the oxygen atom, two positive charges lo-
cated on the hydrogen atoms, and a negative charge
is located 0.15 A from the oxygen along the bisector
of the H-O-H angle. The LJ potential was truncated
atr = 85 A and long range corrections to the en-

The corresponding snapshot of this structure is shown ergy were accounted for. Electrostatics were treated

in Fig. 7.

using the Ewald sum technique. The TIP4P is one of

Once again, the disordered configuration obtained the most popular models of water used in biological

from non-Markovian melting was equilibrated in the
NpT ensemble for 5 10° cycles, followed by a pro-
duction run of 15x 10° cycles. This resulted in a sys-
tem with a density op = 1.28 g/cm? and an internal
energy ofU = —171.3 kcal/mol. This compares very
well with p = 1.28 g/cm?® andU = —1714 kcal/mol

simulations. The melting temperatureat= 1 bar of

ice I, for this model has been determined recently to
be 232 K[25-27] The ‘normal’ path to producing a
system of super-cooled water would be to take a crys-
talline water structure, typically ice, [28], and melt

it at a high temperature. For the TIP4P model a ‘high’

obtained for a supercooled system of NaCl obtained temperature would be one in excess of 3103i4].

from the standard route (i.e. heating the solid until it
melts and then cooling it slowly).

In Fig. 8the results of changing the number of MC
cycles inNVT runs before repeating the seed is pre-
sented. These results were obtainedZo= 1200 K,

p = 1.7 g/cm®. It is interesting to note that non-
Markovian melting occurs for runs of up to 60 cycles.

Once the system had melted it would then be cooled to
230 K involving a substantial period for equilibration.
In this example the system simulated consists of 432
TIP4P[24,27,29])water molecules in the ice-krystal
structure.

As before, two simulations were performed. In the
first simulation a standard MC run of 200 000 cycles
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Fig. 10. Snapshot of the icg-Isystem after 20 runs of 1BIVT
Fig. 9. Snapshot of ice;lafter 200 00ONpT Monte Carlo steps at Monte Carlo steps at 230 K and= 0.94 g/cm®. The translational
230 K and 1 bar. The hexagonal lattice is still evident. The average order parameter of the final snapshotjjg; = 0.002.
value of the density and of the translational order parameter obtained
in the run isp = 0.94 g/cm® and 1y, = 0.284, respectively.

of —10.98 kcal/mol obtained via a standard heating—

was undertaken in thalpT ensemble at a tempera- Melting—cooling simulation route.

ture of T = 230 K andp = 1 bar, yielding a density
of p = 0.94 g/cm®. At this temperature and pressure
the solid is the thermodynamically stable phase. From 2. Conclusion
this final configuration, 20 consecutive runs ofNGT
Monte Carlo cycles each (i.e. 200 cycles in total) are By using a short period RNG (i.e. a number of con-
performed, and as before, each simulation was initi- Secutive, very short simulations maintaining the same
ated from the output configuration of the previous run, initial RNG seed) it is possible to rapidly disrupt the
whilst maintaining the RNG seed the same in each crystal structure, even below the melting temperature
case. of the model under consideration. This phenomena is
In Fig. 9we see the result of a single run of 200000 a result of the non-Markovian character of the simu-
Monte Carlo cycles and iRig. 10we see the result of  lations. Once this disordered configuration has been
20 runs of 10 Monte Carlo cycles. In the case of the obtained (typically within 100-200 cycles, less than
200000 cycles simulation we see that the crystal lat- 1 min of CPU on a standard personal computer) it is
tice has remained largely unchanged apart from small then possible to perform a standard simulation Monte
displacements about the mean positions of the mole- Carlo to obtain an equilibrated supercooled liquid. In
cules with (Iz; = 0.284). This is what one should the examples in this work a ‘short’ period is between
expect since we are simulating below the melting tem- ~ 15000 andv 30 000 random numbers, i.e. 10 cycles
perature of the model. However, in contrast we can of 6 random numbers (particle choice, choice of move,
see that after only 20 runs of 10 Monte Carlo cy- 3 displacements which can be either of translational or
cles the crystal structure is all but lost. This structure- of rotational type and acceptance) for 250-500 mole-
less system was then simulated fo2 ¥ 10° conven- cules.
tional NpT MC cycles. This resulted in a system with The methodology has been tested for three different
a density ofp = 0.99 g/cm® and an internal energy  systems, the simple Lennard-Jones system, the ionic
of —11.01 kcalmol. This compares very well with  NaCl model and the TIP4P model of water. Advan-
a density ofp = 1.00 g/cm® and an internal energy  tages of this method for liquids is that it is not nec-
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essary to raise the temperature of the system, thus [4] S.C. Gay, E.J. Smith, A.D.J. Haymet, J. Chem. Phys. 116

avoiding the creation of high energy molecular con-
formations. Another feature is that it is independent of
the RNG and it is not necessary to modify the source
of the simulation code, which may not always be avail-
able.

It is worth noting that once a disordered state has
been formed it is very rare to observe re-crystallization
in simulation studies, this requiring the activated
process of nucleation. As an example of this the re-
crystallization of water to iceyl has only ever been
seen once during a computer simulat[80].
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