A general purpose model for the condensed phases of water: TIP4P/2005
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A potential model intended to be a general purpose model for the condensed phases of water is presented. TIP4P/2005 is a rigid four site model which consists of three fixed point charges and one Lennard-Jones center. The parametrization has been based on a fit of the temperature of maximum density (indirectly estimated from the melting point of hexagonal ice), the stability of several ice polymorphs and other commonly used target quantities. The calculated properties include a variety of thermodynamic properties of the liquid and solid phases, the phase diagram involving condensed phases, properties at melting and vaporization, dielectric constant, pair distribution function, and self-diffusion coefficient. These properties cover a temperature range from 123 to 573 K and pressures up to 40,000 bar. The model gives an impressive performance for this variety of properties and thermodynamic conditions. For example, it gives excellent predictions for the densities at 1 bar with a maximum density at 278 K and an averaged difference with experiment of $7 \times 10^{-4}$ g/cm$^3$. © 2005 American Institute of Physics. [DOI: 10.1063/1.2121687]

I. INTRODUCTION

Due to its role in biological and industrial processes, there is a great interest in an accurate knowledge of the molecular interactions in water. For this reason, a large number of potential models for water have been proposed in the past (see the reviews by Guillot$^1$ for an appraisal of the results for different models and by Finney$^2$ for a critical discussion of the interactions in water models; see also the Chaplin website$^3$ containing updated information on water structure and behavior). Recent years have seen the proposal of new potential models or the reparametrization of the old ones.$^4$–$^{13}$ Computer simulation is computationally intensive, and many of the problems for which it may yield useful information are particularly demanding. The intrinsic complication of the simulated system (interaction with biomolecules), or the wide range of thermodynamic conditions (water in the Earth’s crust or in other planets) or the timescale of the processes (nucleation, interfaces) makes it convenient to design general purpose potential models. These models should fulfil two conditions: Generality (to be useful for a large set of properties and a wide range of conditions) and simplicity (especially from a computational cost point of view). The latter prerequisite precludes (at present) the consideration of polarizable models even though it is well known that polarizability plays a fundamental role in the properties of water. In order to simplify the water potential we assume that, in a certain degree, polarization effects can be included in an averaged way in the model.

A crucial decision for the calculation of potential parameters is the choice of the quantities used to fit them. The set of properties should be as small as possible to facilitate the fitting but large enough to render the resulting potential predictive for the rest of properties. It is then important to select quantities that discriminate the goodness of the potential models. In the past, most of the water models were designed to account for a reduced set of properties at ambient conditions. Quite successful potential models have been proposed. Many optimized models were essentially fitted using very similar experimental data. Thus, their predictions barely allow one to prefer one model to another. This is especially true in the case of two of the most common models, namely SPC/E$^{14}$ and TIP4P.$^{15}$ Recently, the availability of a greater computational power has enabled the accurate calculation of other properties which, in turn, allowed the proposal of new potentials$^{5,9}$ or the reparametrization of the old ones.$^{4,7,10}$

One of the most interesting features of water is the existence of a density maximum for the low pressure isobars. At normal pressure the temperature of maximum density ($T_{\text{md}}$) is very close to 4 °C. The first report of the calculation of the $T_{\text{md}}$ using computer simulation was made by Stillinger and Raman for the ST2 potential.$^{16}$ Since then, a number of papers have appeared showing that some of the more usual water models (SPC/E,$^{17}$–$^{19}$ TIP4P$^{15}$) exhibit a $T_{\text{md}}$ but some others (SPC, TIP3P) apparently did not. Recently, these authors$^{20}$ have demonstrated that SPC and TIP3P also exhibit a $T_{\text{md}}$. Nevertheless, the maximum in density for the mentioned models occurs at temperatures from 182 K for TIP3P to 253 K for TIP4P, i.e., at least 24 deg below the experimental value. As the existence and location of the $T_{\text{md}}$ is a challenge for any water potential model, there has been a recent interest to include this property in the fitting of the potential parameters.$^{5,10}$ Moreover, Paschek has pointed out that a proper description of density effects is an important requirement for a water model for the correct description of the hydrophobic effects.$^{21}$ This led him to conclude that a water model exhibiting a density maximum at the correct temperature is desirable.

A good model of water should also provide at least a reasonable description of the solid phases. The suggestion to
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use the properties of the ice polymorphs to test the effective pair potentials of water dates back more than two decades.\textsuperscript{22,23} Recent calculations\textsuperscript{24–27} of the phase diagram of water involving solid phases confirmed that this is as a severe test of effective water potentials. The TIP4P model reproduces qualitatively the phase diagram while the results for the SPC/E and TIP5P models are quite poor; for example, the stable phase at the normal melting point for the latter models is not the hexagonal ice (Ih) but ice II. Notice that the structural differences between the ice polymorphs involve a different degree of distortion of the hydrogen bond network. For instance, each water molecule in ice Ih is hydrogen-bonded to its four nearest neighbors in a nearly perfect tetrahedral coordination. The distance between nearest neighboring oxygen atoms is 2.75 Å. In ice II, the O–O–O angles range from 80° to 128° and the distances between nearest oxygen neighbours vary from 2.75 to 2.84 Å.\textsuperscript{28} As a consequence, the ability of a potential model to deal with the stability of the different ice forms is indicative of its ability to reproduce the rich variety of hydrogen-bonded structures present in the different ice phases. The importance of this statement goes beyond the solid state. Liquid water also consists of a network of distorted hydrogen bonds. A test of effective water potentials using the properties of the liquid phase, gives only an indication of its ability to reproduce the “average” hydrogen bond. Of course, this is useful in many situations but it is not valid enough in problems where the details of the interaction with the water molecule are important as, for example, the interaction between water and biomolecules. This explains why models which perform well for liquid water may fail in the prediction of the relative stability of the ice polymorphs.

Unfortunately, both the determination of the phase diagram and the calculation of the $T_{md}$ are computationally intensive. For this reason, these properties have been scarcely employed in the parametrization procedures. Recently, the authors have shown\textsuperscript{26} that it is relatively easy to evaluate the shift in temperature (or pressure) of any coexistence line produced by a change in the potential parameters. The procedure, based on the integration of a generalized Clapeyron equation, allows one to include the information provided by the solid-liquid and solid-solid coexistence lines in the fitting of the potential parameters. In fact, the authors used the methodology to calculate the parameters of a simple potential model (TIP4P/Ice) specifically designed to reproduce as close as possible the phase diagram of ice.\textsuperscript{27} It has also recently been observed\textsuperscript{20} that the $T_{md}$ and the melting temperature are closely related. For a number of potentials the difference between these two temperatures is around 25 K. More importantly, this difference does not depend on a small change in the potential parameters. In this way, the calculation of the shift in the melting temperature $T_m$ due to changes in the potential parameters enables an approximate calculation of the $T_{md}$. The relationship between $T_{md}$ and $T_m$ can then be used to simplify the evaluation of the $T_{md}$ in early stages of the fitting procedure as it can be roughly calculated from the melting temperature with a substantial saving in computer time.

In this work we incorporate the properties of several ice forms and the $T_{md}$ to more commonly employed quantities in order to parametrize a new potential model for water intended for a wide spectrum of properties and thermodynamic states. For reasons which become apparent later in this paper we opted to reparametrize the TIP4P functional form. Section II describes the simulation methodology. Section III presents the fitting procedure, and Sec. IV reports the results for the model. A final section discusses the main conclusions of this work.

II. THE SIMULATIONS

In TIP4P there is a single Lennard-Jones (LJ) interaction site at the oxygen and electrostatic charges at the hydrogens while the negative charge is placed in a site M along the bisector of the H–O–H angle and coplanar with the oxygen and hydrogens. In our simulations, the LJ potential was truncated at 8.5 Å. Standard long-range corrections to the LJ energy were added. The Ewald summation technique has been employed for the calculation of the long-range electrostatic forces. For the real space cutoff we also employed 8.5 Å. The screening parameter and the number of vectors in the reciprocal space considered was carefully selected for each phase. The sample size for water in the liquid state was 360 water molecules. The number of molecules for the different ice phases was chosen so as to fit at least twice the cut-off distance in each direction. Unless otherwise stated, the simulations were carried out using the Monte Carlo method at constant pressure and temperature (NpT). Isotropic NpT simulations are adequate for the liquid phase while anisotropic Monte Carlo simulations (Parrinello-Rahman-type)\textsuperscript{29,30} are required for the solid phases. For the calculation of the static dielectric constant and the self-diffusion coefficient we have used the molecular-dynamics package DL_POLY.\textsuperscript{31} The water molecules are treated as rigid bodies with orientations defined in terms of quaternions. A time step of 0.25 fs ensures energy conservation within a 0.05% in a 15 million steps run.

Recently, it has been demonstrated that the coexistence points of a given model may be accurately obtained from those of a different potential. The method is a generalization of the integration of the Clapeyron equation sometimes denoted as Gibbs-Duhem integration.\textsuperscript{32,33} A complete description of our implementation of the method can be found in Ref. 26. For completeness we sketch here a brief summary of this “Hamiltonian” Gibbs-Duhem integration. Let us write a given pair potential in terms of a reference potential as a function of a parameter $\lambda$

$$u = (1 - \lambda)u_{\text{ref}} + \lambda u_{\text{new}},$$

(1)

when $\lambda=0$, $u=u_{\text{ref}}$ and for $\lambda=1$ it follows that $u=u_{\text{new}}$. We can use $\lambda$ as a new intensive thermodynamic variable so that a change in the Gibbs free energy per particle is given by

$$dg = -sdT + vdp + x_g d\lambda.$$

(2)

It can be shown that the conjugate extensive thermodynamic variable $x_g$ is
\[
\chi_g = \frac{1}{N} \left\langle \frac{\partial U(\xi)}{\partial \xi} \right\rangle_{N,p,T,\lambda}.
\]

From this result, following the same steps leading to the classical Clapeyron equation, it is easy to write the generalized relationships

\[
\frac{dT}{d\lambda} = \frac{\Delta x_g}{\Delta s}
\]
and

\[
\frac{dp}{d\lambda} = -\frac{\Delta x_g}{\Delta v}
\]

The integration of these equations makes it possible to calculate the shift in the coexistence temperature (or pressure) produced by a change in the interaction potential at constant pressure (or temperature). We have checked that the Hamiltonian Gibbs-Duhem integration results are in very good agreement with the free energy calculations for the TIP4P and SPC/E models.\(^{26}\) We have also shown that consistent results for the liquid-ice Ih coexistence temperature of TIP5P are obtained irrespective of the starting potential \(u_{ref}\) (TIP4P and SPC/E). Eight \(\lambda\) values were needed to go from SPC/E to TIP4P. The model investigated in this work is relatively similar to TIP4P, so that an integration using only three \(\lambda\) points has proven to be accurate enough for the transit from the TIP4P coexistence properties to those of the desired model. For the integration of the Hamiltonian Clapeyron equations a fourth-order Runge-Kutta method algorithm is employed. In the Runge-Kutta integration scheme, four different evaluations are required to go from a value of \(\lambda\) to the next one. About 90,000 cycles were performed for each \(\lambda\) value. The initial points for the starting model (TIP4P) were obtained from free energy calculations (see Ref. 24 for details).

III. A POTENTIAL MODEL FOR WATER

A. Fitting procedure

Formally, the first step of the fitting procedure is to make a Taylor expansion of the quantities to be fitted as a function of the parameters. Let us design the set of \(n\) parameters as \(\xi = \{\xi_1, \ldots, \xi_n\}\). Truncating the series at first order, we may write for a given property \(\psi\)

\[
\psi \approx \psi^0 + \sum_{i=1,m} \frac{\partial \psi}{\partial \xi_i} (\xi_i - \xi_i^0),
\]

where \(\xi_i\) denotes a particular parameter of the set \(\xi\). The fit requires the knowledge of a selected set of \(m\) quantities for a starting model potential \(\psi^0 = \psi(\xi^0)\) and the derivatives with respect to the parameters. In this way, the determination of the model parameters is done by a nonlinear fit of the selected set of properties that minimizes the square of the weighted deviations with respect to the experimental values

\[
\sum_{j=1,m} w_j (\psi_j - \psi_j^{exp})^2 = \text{min}.
\]

The derivatives can be calculated numerically. A simple recipe uses the computed values of the quantity at two values of the parameter (symmetrically placed with respect to the starting parameter) while fixing the rest of the variables. Notice that, in this method, the properties of the starting potential are not used for the calculation of the derivatives, which is a waste of available information. On the other hand, the dependence of a quantity on the parameters is not necessarily linear. Thus, such parametrization procedure would be only approximate, and the final properties would differ from those predicted in the fit. Thus, we decided to simplify the calculation of the derivatives and to undertake the parametrization in two steps. For the calculation of the derivatives, we used only one point additional to that at which the property is initially known

\[
\frac{\partial \psi}{\partial \xi_i} = \frac{\psi(\xi_i, \xi_{\text{rest}}^0, \xi^0) - \psi(\xi_i^0)}{\xi_i^0 - \xi_i^0}.
\]

The calculated derivatives are somewhat less accurate than those obtained with the symmetric differentiation. In the second parametrization step, the intermediate potential is so close to the final result that both the linear approximation and the algorithm for computing the derivatives introduce negligible errors in the predicted quantities. Notice finally that the purpose of the fit is the calculation of the parameters. Thus, Eq. (6) is only used in the fitting procedure. Once the model parameters are known, the final properties of the new potential are obtained using standard simulation techniques. In other words, there are no approximations for the properties of the final model apart from those associated to the simulation protocol of each property.

B. Choice of the set of fitting properties

It is well known that it is not possible to fit the overall water properties with a single set of parameters. Otherwise, there would be no explanation for the vast number of water models proposed in the literature.\(^{25}\) One solution to the problem is to develop specialized potentials for a given set of properties and/or for a given range of temperatures and pressures. With this idea in mind, we have proposed the TIP4P/Ice model to be used in the studies of solid and amorphous water phases.\(^{26}\) Our purpose in this paper is different. We intend to develop a potential model as general as possible. Obviously, the concept of “generality” is somewhat subjective so we should argue the criteria used to reach that goal.

Our analysis of the better performance of TIP4P in reproducing the low temperature phase diagram of water pointed undoubtly to the placement of the negative charge apart from the oxygen atom in the direction of the hydrogens.\(^{24}\) Despite the fact that SPC/E is a very successful potential in several aspects, it fails in the prediction of the phase diagram because its negative charge is located on the oxygen atom. This overstabilizes ice II which takes over a great part of the phase diagram. The phase diagram of SPC/E can not be improved unless the center of the negative charge is shifted
towards the hydrogens so the model would transform into a four-center model. Thus we decided to use TIP4P as a template for a new model. To prevent situations like those for SPC/E, it is convenient to include in the fit some of the coexistence lines involving ice II. Ice II competes with ices Ih and III and with liquid water. We have shown elsewhere that it makes sense to fit the interval of temperatures at which ice III is stable at a given pressure. Our experience with TIP4P-like models indicates that a reduced stability of ice II not only increases the stability of ice III but also makes ice Ih the most stable form at ambient conditions. The range of temperatures for which ice III is stable has been computed as the difference between the coexistence temperature of ices II-III and that of liquid water-ice III at 3 kbar.

The reasons for including the $T_{md}$ in the fitting procedure have been already discussed in the introduction. There, we also indicated that the melting temperature of ice Ih and the temperature of maximum density are not independent. The experimental difference at $p =$ 1 bar is 4 K (unless otherwise stated, we will refer to the values of $T_{m}$ and $T_{md}$ at normal pressure). For the most common water models the departure is considerably larger than this value. In particular, for models similar to TIP4P the $T_{md}$ is 21–23 K above the melting point. An estimation of $T_{md} - T_m$ for the potential obtained in the first stage of the fitting procedure (see above) also gives a value around 22 K. It is thus not possible to simultaneously fit both properties. Nevertheless, there are some factors which may account for some of the discrepancy between simulation and experiment. First, quantum effects must be relevant. In fact, for D$_2$O, $T_{md} - T_m$ is about 7 deg. For “classical” water (i.e., water in the limit of infinite molecular weight) the departures could well increase up to 10 K. Another important effect not included in the model that can affect differently the $T_{md}$ and $T_m$ is the polarizability. Notice that the water molecules have essentially the same environment and density in all the thermodynamic states around the $T_{md}$. Thus, the possible errors introduced by the substitution of a polarizable model by a model with fixed charges is similar at any temperature close to the $T_{md}$ so this property is barely affected. (Incidentally, this is another reason to include the $T_{md}$ in the fit of any model with fixed charges). On the contrary, the phases coexisting at the melting point are substantially different. Besides the structural differences, the change in density from ice Ih to liquid water is around a 10%. Thus, it seems that the use of a nonpolarizable model will distinctly affect each of the phases at equilibrium. The situation is similar to what happens in liquid water when compared to the gas phase but in a lesser extent. It seems that the effect of the neglect of the polarizability in the $T_{md}$ should be larger than for the $T_{md}$. Because of these reasons we think that a water model should reproduce the temperature of maximum density as close as possible at the cost of a possible degradation in the predicted melting temperature. Notice finally that the melting temperature of TIP4P is 232 K, about forty degrees below the experimental value so there is room for a simultaneous improvement of both $T_m$ and $T_{md}$.

The situation seen with $T_{md} - T_m$ also appears when we analyze the interdependence between the melting temperature and the enthalpy of vaporization $\Delta_v H$. For TIP4P-like models, it is not possible to simultaneously fit the melting temperature of ice Ih and the enthalpy of vaporization. The choice of a pair potential with a rigid geometry implies that the effect of the electrical polarization should be included in an averaged way. Thus, effective water potentials exhibit larger dipole moments than that of the isolated molecule. There is a growing acceptance of the idea that a self-energy correction should also be included if a comparison is made between the properties of the liquid state and the gas phase. In fact, much of the reparametrization done for the TIP4P/Ew model is probably a consequence of the acceptance of this argument. The correction depends on the difference between the dipole moment of the model $\mu_s$ and that of the gas phase $\mu_x$ and may be approximated by

$$\Delta E_{pol} = (\mu_x - \mu_s)^2 / 2 \alpha.$$ (9)

In this work we have also included the correction in the calculation of $\Delta_v H$. But despite the introduction of the self-polarization energy, it is still not possible to obtain a set of parameters (within the TIP4P functionality) producing at the same time good predictions for the enthalpy of vaporization and for the melting temperature of hexagonal ice. Interestingly, the correlation between $T_m$ and $\Delta_v H$ goes in the opposite direction to the correlation between $T_{md}$ and $T_m$. In other words, a perfect fit of $\Delta_v H$ implies a too low $T_m$. This reinforces our idea that a good prediction for the $T_{md}$ will also produce a good balance between the deviations of $T_m$ (always too low) and $\Delta_v H$ (too large) with respect to the experimental results. The dilemma posed by the fit of these three quantities would disappear (at least partially) by increasing the effective dipole moment of ice Ih. In such a case, the ice would gain stability and the melting temperature would shift towards higher temperatures. This observation is in agreement with recent calculations which indicate that the effective dipole moment of ice Ih is considerably greater than that of liquid water. As the $T_{md}$ would remain unchanged, the final outcome would be a decrease of the difference between the melting temperature and the temperature of maximum density.

Another common property used in the fitting procedure is the liquid structure. Nevertheless, the procedure of extracting the site-site distribution functions from the measured scattering intensities has some ambiguities. In fact, only recently have converged the results obtained from x-ray and neutron scattering experiments. Thus, we believe that it is not (at present) a good target to parametrize the water potential. The previous statement does not contradict that reasonable agreement with the reported distribution functions should be produced by any acceptable water model. The choice of the rest of the properties included in our fitting procedure does not deserve particular comments. A common choice is the density of liquid water at room temperature. More input data is needed to avoid spurious effects when the number of fitting properties is the same as the number of parameters to be determined. We have tried with several properties observing that the final parameters are quite independent on the particular choice of these additional data. We finally selected the densities of ices II and V because its
TABLE I. Optimized parameters for the TIP4P/2005 model. The parameters of TIP4P (Ref. 15) and TIP4P/Ew (Ref. 10) are included for comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\epsilon/k$ (K)</th>
<th>$\sigma$ (Å)</th>
<th>$q_H$ (e)</th>
<th>$d_{OM}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP4P</td>
<td>78.0</td>
<td>3.154</td>
<td>0.520</td>
<td>0.150</td>
</tr>
<tr>
<td>TIP4P/Ew</td>
<td>81.9</td>
<td>3.16435</td>
<td>0.52422</td>
<td>0.125</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>93.2</td>
<td>3.1589</td>
<td>0.5564</td>
<td>0.1546</td>
</tr>
</tbody>
</table>

TABLE II. Dipole moment and components of the quadrupole moment.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\mu$ (Åd)</th>
<th>$Q_{xx}$</th>
<th>$Q_{yy}$</th>
<th>$Q_{zz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP4P</td>
<td>2.177</td>
<td>2.20</td>
<td>-2.09</td>
<td>-0.11</td>
</tr>
<tr>
<td>TIP4P/Ew</td>
<td>2.321</td>
<td>2.21</td>
<td>-2.11</td>
<td>-0.10</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>2.305</td>
<td>2.36</td>
<td>-2.23</td>
<td>-0.13</td>
</tr>
<tr>
<td>Gas (expt.)</td>
<td>1.85</td>
<td>2.63</td>
<td>-2.50</td>
<td>-0.13</td>
</tr>
</tbody>
</table>

*Units are $10^{-19}$ esu cm.

C. The TIP4P/2005 model

Our aim is to construct a rigid model based on the Bernal-Fowler geometry (which is essentially the TIP4P geometry) and functionality. There are four interaction sites. Three of them are placed at the oxygen and hydrogen atom positions, respectively. The other site, often called the M site, is coplanar with the O and H sites and is located at the bisector of the H–O–H angle. As in the original Bernal-Fowler and TIP4P models, we have fixed the O–H distance and H–O–H angle to the experimental values, 0.9572 Å and 104.52°, respectively. The total potential energy of the system is the sum of the pair interactions between molecules. The intermolecular pair potential has two contributions, a Lennard-Jones $u_{LJ}$ term and an electrostatic interaction $u_{electrostatic}$. An important feature of the model is that the oxygen site carries no charge, but contributes to the LJ term. The expression for the LJ interaction between two molecules is

$$u_{LJ} = 4\epsilon\left[\frac{(\sigma/r_{OO})^{12} - (\sigma/r_{OO})^6}{\sigma}\right],$$

where $r_{OO}$ is the distance between the oxygen sites of two molecules. Conversely, the H and M sites are charged, but do not contribute to the LJ term. The electrostatic potential between molecules $i$ and $j$ is then

$$u_{electrostatic} = \frac{e^2}{4\pi\epsilon_0} \sum_{a,b} q_a q_b \frac{d_{ab}}{r_{ab}},$$

where $e$ is the proton charge, $\epsilon_0$ is the permittivity of vacuum, and $a$ and $b$ stands for the charged sites of molecules $i$ and $j$, respectively. As a consequence of the molecular geometry and potential definitions, there are four unknown parameters to determine, namely, the strength $\epsilon$ and size $\sigma$ of the LJ center, the hydrogen site charge (or the charge of the M site, $q_H = -q_{OM}/2$), and the distance $d_{OM}$ between the oxygen and the M site.

The two step procedure for the refinement of the potential model can be further simplified. This is because we may benefit from the knowledge of the properties of the model obtained in the first step of the parametrization of the TIP4P/Ice model. In this way the second parametrization step consisted in a fine tuning of the values of parameters using known data for both TIP4P and this intermediate model. The values of the optimized parameters for the TIP4P/2005 model are given in Table I.

The dipole moment and the components of the quadrupole tensor (referred to the center of mass) are presented in Table II. The resulting moments are approximately 6% higher than those of TIP4P. Notice that opposite to the behavior of the effective dipole moment (which is larger for the rigid models than for an isolated molecule), the effective quadrupole tensor of TIP4P and TIP4P/2005 are smaller than the experimental one. Nevertheless, the quadrupole components for the TIP4P/2005 model are midway between those of TIP4P and of the gas phase. Interestingly, recent work indicates that a better agreement between a model and the experimental quadrupole moments leads to a considerable improvement in the properties of polarizable water models.

IV. RESULTS

A summary of the properties at ambient conditions is presented in Table III. The TIP4P/2005 model gives an excellent performance despite that our fit does not put special emphasis in this thermodynamic state. The model yields better predictions than the other models considered for most of the properties investigated. In following subsections we present a deeper investigation of the properties of the model.

A. Liquid densities at normal pressure

Table IV presents the numerical values of the liquid densities at $p=1$ bar. The number of cycles in the simulations were between $0.8 \times 10^6$ (high temperature states) and $1.5 \times 10^6$ (low temperatures). The estimated error, calculated as the 95% confidence interval varies from 0.001 g/cm$^3$ at 370 K to 0.003 g/cm$^3$ at 250 K. The dependence of the density with temperature is plotted in Fig. 1 together with the experimental data. The agreement is excellent at all the temperatures, no systematic drift is observed neither at low nor at high temperatures. Notice that most of the differences respect the experimental values is due to the noise of the simulation. We have fit the simulation densities to different polynomial expressions. A good choice that combines a relatively small number of coefficients, good statistics and absence of spurious effects in the predicted values and its derivatives is
For instance, at the experimental density by tures. As a consequence, the at low temperatures and underestimates it at high tempera-
should be recalled that the TIP5P model, designed to repro-
Besides, these results for TIP5P were obtained using a
The thermal expansion coefficient, \( \alpha_p \), is defined as
The above expression indicates that \( \alpha_p \) can be simply com-
proper treatment of long-range forces, several authors agree
in a value of \( \rho=0.983 \) g/cm\(^3\) for TIP5P at 298 K and normal
and a \( T_{md} \) around 285 K. These results
The TIP4P/Ew results are also shown in Fig. 1. Indeed,
the TIP4P/2005 model results are
The TIP4P/2005 model

\[ \rho = a + b/T + c/T^2 + d/T^3 + e/T^4 + f/T^5. \]

The resulting expression gives a maximum density of \( \rho=1.0005 \) g/cm\(^3\) at 278 K, with a 95% con-
TABLE III. Computed properties for liquid water at 298 K and 1 bar. Second and successive columns represent the values for the density \( \rho \), isothermal compressibility \( \kappa_T \), thermal expansion coefficient \( \alpha_p \), heat capacity at constant pressure \( C_p \), heat of vaporization \( \Delta H \), static dielectric constant \( \varepsilon \), and self-diffusion coefficient \( D \), respectively. \( \Delta H \) for TIP4P/Ew and TIP4P/2005 include the self-polarization—Eq. (9). Other correction terms as given by Ref. 10 have been applied to \( C_p \). In parentheses are the results of Eqs. (16) and (17) without any further correction. The results for TIP4P and TIP5P have been taken from Ref. 41 except the TIP4P dielectric constant and diffusion coefficient which come from Ref. 4. The results for TIP4P/Ew come from the original paper (Ref. 10).

<table>
<thead>
<tr>
<th>Model</th>
<th>( \rho ) (g/cm(^3))</th>
<th>( 10^4 \kappa_T ) (MPa(^{-1}))</th>
<th>( 10^4 \alpha_p ) (K(^{-1}))</th>
<th>( C_p ) (cal mol(^{-1}) K(^{-1}))</th>
<th>( \Delta H ) (kcal/mol)</th>
<th>( \varepsilon )</th>
<th>( 10^9 D ) (m(^2)/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP4P</td>
<td>1.001</td>
<td>59</td>
<td>44</td>
<td>20</td>
<td>10.65</td>
<td>52</td>
<td>3.9</td>
</tr>
<tr>
<td>TIP5P</td>
<td>0.999</td>
<td>40.5</td>
<td>63</td>
<td>29</td>
<td>10.46</td>
<td>82</td>
<td>2.6</td>
</tr>
<tr>
<td>TIP4P/Ew</td>
<td>0.9954</td>
<td>48.1</td>
<td>33</td>
<td>19.2</td>
<td>10.58</td>
<td>63.4</td>
<td>2.44</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>0.9979</td>
<td>46.5</td>
<td>28</td>
<td>18.9</td>
<td>10.89</td>
<td>60</td>
<td>2.08</td>
</tr>
<tr>
<td>Expt</td>
<td>0.9971</td>
<td>45.8</td>
<td>25.6</td>
<td>18.0</td>
<td>10.52</td>
<td>78.4</td>
<td>2.27</td>
</tr>
</tbody>
</table>

TABLE IV. Liquid densities (g/cm\(^3\)) at \( p=1 \) bar.

<table>
<thead>
<tr>
<th>T/K</th>
<th>TIP4P/2005</th>
<th>Expt</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.9908</td>
<td>0.9913</td>
</tr>
<tr>
<td>260</td>
<td>0.9965</td>
<td>0.9970</td>
</tr>
<tr>
<td>270</td>
<td>1.0010</td>
<td>0.9995</td>
</tr>
<tr>
<td>280</td>
<td>0.9994</td>
<td>0.9999</td>
</tr>
<tr>
<td>290</td>
<td>0.9993</td>
<td>0.9988</td>
</tr>
<tr>
<td>298</td>
<td>0.9979</td>
<td>0.9971</td>
</tr>
<tr>
<td>300</td>
<td>0.9965</td>
<td>0.9965</td>
</tr>
<tr>
<td>315</td>
<td>0.9913</td>
<td>0.9915</td>
</tr>
<tr>
<td>330</td>
<td>0.9841</td>
<td>0.9848</td>
</tr>
<tr>
<td>340</td>
<td>0.9776</td>
<td>0.9795</td>
</tr>
<tr>
<td>350</td>
<td>0.9713</td>
<td>0.9737</td>
</tr>
<tr>
<td>360</td>
<td>0.9686</td>
<td>0.9674</td>
</tr>
<tr>
<td>370</td>
<td>0.9585</td>
<td>0.9606</td>
</tr>
</tbody>
</table>

FIG. 1. Densities of the TIP4P/2005 model (circles) at \( p=1 \) bar compared to the reported values for TIP4P/Ew (Ref. 10) (stars) and experimental data (full line).
very accurate while the deviations for the TIP4P/Ew model are significant (about 45% at \( T = 248 \) K and 18% at 373 K).

C. Compressibility

The isothermal compressibility is defined as

\[ \kappa_T = -\frac{1}{V} \left( \frac{\partial V}{\partial p} \right)_T. \] (13)

The variation of the volume with pressure is quite smooth so a polynomial fit again seems to be adequate. In fact, the volumes in the interval \([-200\) to 1250 bar can be accurately fitted to a second-order polynomial. Nevertheless, a fit of the experimental results in the same range indicate that the second degree polynomial is acceptable in the central part of the interval but that a third-order could be required for the compressibilities at \( p = 1 \) bar and \( p = 1000 \) bar. The uncertainty of the simulated volumes (about 0.15% using \( 1 \times 10^6 \) cycles) does not allow for a third-order polynomial fit. Thus, for these points we made use also of the fluctuation formula

\[ \kappa_T = \frac{\langle V^2 \rangle - \langle V \rangle^2}{kT\langle V \rangle}. \] (14)

The latter computations were obtained in 10 million steps of a molecular-dynamics simulation. The uncertainty of the calculated compressibilities is about \( 1 \times 10^{-5} \) MPa\(^{-1}\) for \( p = 1 \) bar and \( 0.7 \times 10^{-5} \) for \( p = 1000 \) bar. The dependence of \( \kappa_T \) with pressure is plotted in Fig. 3. Again, the predictions of the TIP4P/2005 model are in excellent agreement with experiment. Moreover the slope of the experimental and the TIP4P/2005 curves are similar. In fact, very costly simulations would be required to give a more precise answer to the extent of the differences between the model and the experiment.

D. Equation of state at high pressures

The results presented above referred to thermodynamic states not too far from ambient conditions. There, it has been shown that TIP4P/2005 gives remarkable predictions not only for the equation of state but also for derived properties. Figure 4 shows the densities for two isotherms at relatively high temperatures (473 and 573 K) up to 40 000 bar. The simulation results agree very well with recent experimental data.\(^{44}\) The departures increase with pressure but are always quite small. The maximum deviation is 0.45% for \( T = 473 \) K, \( p = 30 \) 000 bar and 0.9% at \( T = 573 \) K, \( p = 40 \) 000 bar.

E. Densities of the ice polymorphs

The densities of several ice forms are shown in Table V. Once again the TIP4P/2005 model gives excellent predic-
for all the models. In fact, to represent the results for the different polymorphs, we have followed the same sequence for all the models. In fact, the ordering of the deviations change from one model to other but the general behavior is the same (even in the case of TIP4P/Ice where signed mean deviation is negative).

### F. Melting properties

The melting properties of ice Ih at \( p = 1 \) bar are given in Table VI. The melting temperature is 252.1 K, about 20° below the experimental value. Leaving aside the TIP4P/Ice model (specifically designed to account for the properties of the solid amorphous water phases), the TIP4P/2005 model gives the most balanced predictions. Besides, the slope of the \( p-T \) coexistence line is in excellent agreement with the experiment which suggests good predictions also for the liquid water-ice Ih coexistence line. Notice that TIP5P predicts the melting temperature of ice Ih with a great accuracy, but it fails completely in the prediction of other melting properties, especially the volume change and the slope of the coexistence line as a consequence. This indicates that the TIP5P melting points differ noticeably from experiment at higher pressures. Moreover, it is to be stressed that for TIP5P it is ice II—not ice Ih—the thermodynamically stable phase at \( p = 1 \) bar. Hence the melting temperature of the TIP5P model should be that of ice II (the stable phase at \( p = 1 \) bar) which is ~283 K. Notice finally that the six-center model of Nada and van der Eerden provides an excellent estimate for the melting properties. Unfortunately, other properties for this model remain to be thoroughly checked.

### G. Phase diagram

Figure 6(a) shows the dense region (up to moderately high pressures) of the phase diagram as computed for the TIP4P/2005 model. Only the stable phases in real water have been considered for the calculations. TIP4P/2005 improves the predictions of TIP4P (see Ref. 24) and gives a semi-quantitative description of the coexistence between the different ice polymorphs. In fact, a slight shift in \( T \) and \( p \) (about

![FIG. 5. Deviation from experiment of the ice densities (in g/cm\(^3\)) for different water models. The results are grouped according to the model. Within each group the results for the different ice polymorphs appear always in the same sequence (labeled only for TIP4P).](image)
This is in strong contrast with the predictions of TIP5P and TIP4P/Ew. The results for TIP5P—see Ref. 26—are quite poor: Ice Ih is stable only at negative pressures and the slope of the liquid-ice Ih curve is positive in that region. This is because the model overestimates the stability of ice II. In fact, ices III and V are also metastable phases for TIP5P. The situation for TIP4P/Ew is less dramatic but it is still not satisfactory. Its phase diagram is shown in Fig. 6(b). Again, ice II takes over the region of moderately high pressures. As a result, ice III is metastable and the interval of stability of ice V is reduced to a marginal range of temperatures and pressures.

TABLE VI. Melting properties of ice Ih at p = 1 bar for different models. \( T_m \) is the melting temperature; \( \rho_l \) and \( \rho_{ih} \) the densities of liquid water and ice; \( H_l \) and \( H_{ih} \) the corresponding enthalpies (the 3RT term arising from the translational and rotational kinetics terms is not included); \( \Delta H_m \), the melting enthalpy; and \( dp/dT \), the slope of the coexistence curve. Data taken from Ref. 26 except for TIP4P/Ice (Ref. 27) and TIP4P/2005 (this work).

<table>
<thead>
<tr>
<th>Model</th>
<th>SPC/E</th>
<th>TIP4P</th>
<th>TIP4P/Ew</th>
<th>TIP5P</th>
<th>TIP4P/Ice</th>
<th>TIP4P/2005</th>
<th>Expt</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_m )(K)</td>
<td>215.0</td>
<td>232.0</td>
<td>245.5</td>
<td>273.9</td>
<td>272.2</td>
<td>252.1</td>
<td>273.15</td>
</tr>
<tr>
<td>( \rho_l )(g/cm(^3))</td>
<td>1.011</td>
<td>1.002</td>
<td>0.992</td>
<td>0.987</td>
<td>0.985</td>
<td>0.993</td>
<td>0.999</td>
</tr>
<tr>
<td>( \rho_{ih} )(g/cm(^3))</td>
<td>0.950</td>
<td>0.940</td>
<td>0.936</td>
<td>0.967</td>
<td>0.906</td>
<td>0.921</td>
<td>0.917</td>
</tr>
<tr>
<td>( H_l )(kcal/mol)</td>
<td>−12.49</td>
<td>−10.98</td>
<td>−12.02</td>
<td>−10.33</td>
<td>−13.31</td>
<td>−12.17</td>
<td></td>
</tr>
<tr>
<td>( H_{ih} )(kcal/mol)</td>
<td>−13.23</td>
<td>−12.03</td>
<td>−13.07</td>
<td>−12.08</td>
<td>−14.60</td>
<td>−13.33</td>
<td></td>
</tr>
<tr>
<td>( \Delta H_m )(kcal/mol)</td>
<td>0.74</td>
<td>1.05</td>
<td>1.05</td>
<td>1.75</td>
<td>1.29</td>
<td>1.16</td>
<td>1.44</td>
</tr>
<tr>
<td>( dp/dT )(bar/K)</td>
<td>−126</td>
<td>−160</td>
<td>−164</td>
<td>−708</td>
<td>−120</td>
<td>−135</td>
<td>−137</td>
</tr>
</tbody>
</table>

20–30 deg and 100 MPa) to the TIP4P/2005 phase diagram would put it in perfect agreement with the experimental one. This is...
H. Enthalpy of vaporization

By definition, the enthalpy of vaporization is

$$\Delta_v H = H_{\text{gas}} - H_{\text{liquid}}.$$  \hspace{1cm} (15)

At low pressures the gas may be considered ideal and gives a negligible contribution to the internal energy. Besides, its volume may be calculated from the perfect gases equation. In this way, the enthalpy of vaporization may be approximated by

$$\Delta_v H = -U_{\text{liquid}} - pV_{\text{liquid}} + RT.$$  \hspace{1cm} (16)

We have already mentioned in the introduction that the above equation should be corrected to take into account the self-polarization term—Eq. (9)—arising from the difference between the dipole moment of the gas and the effective dipole moment of the liquid. Horn et al.\(^\text{10}\) have proposed a number of additional corrections in order to account for vibrational and nonideal gas effects. The polarization term depends on the effective dipole moment of the particular water model but the other correction terms are small and should be quite similar for TIP4P-like potentials. Because of this, and also to make a consistent comparison with TIP4P/Ew, the result for the enthalpy of vaporization reported in Table III include the correction term. The final result for TIP4P/2005 is slightly high when compared to the experiment even after the addition of the correction term. It has been argued by Guillot (Ref. 46) that it is more judicious to compare the result of a classical simulation with the value of $$\Delta_v H$$ expected for an hypothetical classical water. The value $$-11.0 \text{ kcal/mol}$$ is recommended as the limiting value of water. The value $$-10.87 \text{ kcal/mol}$$ found in a shorter molecular dynamics simulation representing 3.75 ns. From the drift in the curve we estimate the uncertainty to be about 4. The final result is $$\varepsilon = 62$$ for a mean temperature of $$T = 291.3 \text{ K}$$. To simplify the comparison with other results in Table III, it is interesting to extrapolate this value at 298 K. Assuming that the dependence of $$\varepsilon$$ on $$T$$ is the experimental one, the value at 298 K would be about 60. A similar value has been obtained in a shorter (1.5 ns) simulation run with the sample size increased to 530 molecules and a cutoff of 12 Å. Notice that the increase of the TIP4P/2005 charges with respect to TIP4P provokes an increase in the dielectric constant which approaches the experimental value. However, it is slightly lower than that of TIP4P/Ew.

I. Heat capacity

The heat capacity at constant pressure is defined as

$$C_p = \left( \frac{\partial H}{\partial T} \right)_p.$$  \hspace{1cm} (17)

In order to compute $$C_p$$ we have calculated the enthalpy including the corrections commented in the above subsection. Then, we fitted the values of the enthalpy to a fifth-order polynomial and differentiated it with respect to temperature to obtain $$C_p$$ at several temperatures. TIP5P gives the largest deviations from experiment while the predictions of TIP4P, TIP4P/Ew and TIP4P/2005 are similar (though slightly better for TIP4P/2005). As shown in Fig. 7 TIP4P/Ew and TIP4P/2005 give a semiquantitative description of the dependence of $$C_p$$ with temperature at normal pressure. The deviation is about 10% at 273 K (10.9% and 9.6%, respectively, for TIP4P/Ew and TIP4P/2005) and decreases upon increasing the temperature, at 335.5 K the difference is only of 3.5%. TIP5P predicts too large values for $$C_p$$ together with a strong dependence on $$T$$. The deviations respect the experimental values are: Over a 100% at $$-12.5 \text{ °C}$$, around 60% at $$25 \text{ °C}$$ and about 40% at $$-75 \text{ °C}$$.

J. Static dielectric constant

The equation for the calculation of the static dielectric constant in a simulation using Ewald sums with conducting boundary conditions reads\(^\text{47}\)

$$\varepsilon = 1 + \frac{4\pi}{3kT} \langle (\mathbf{M})^2 \rangle - \langle \mathbf{M} \rangle \langle \mathbf{M} \rangle.$$  \hspace{1cm} (18)

We have computed $$\varepsilon$$ from a 15 million steps NVE molecular dynamics simulation representing 3.75 ns. From the drift in the curve we estimate the uncertainty to be about 4. The final result is $$\varepsilon = 62$$ for a mean temperature of $$T = 291.3 \text{ K}$$. To simplify the comparison with other results in Table III, it is interesting to extrapolate this value at 298 K. Assuming that the dependence of $$\varepsilon$$ on $$T$$ is the experimental one, the value at 298 K would be about 60. A similar value has been obtained in a shorter (1.5 ns) simulation run with the sample size increased to 530 molecules and a cutoff of 12 Å. Notice that the increase of the TIP4P/2005 charges with respect to TIP4P provokes an increase in the dielectric constant which approaches the experimental value. However, it is slightly lower than that of TIP4P/Ew.

K. Diffusivity

For the calculation of the self-diffusion coefficient we used the Einstein equation

$$6D_t = \lim_{t \to \infty} \langle |\mathbf{r}_i(t) - \mathbf{r}_i(0)|^2 \rangle,$$  \hspace{1cm} (19)

where $$\mathbf{r}_i(t)$$ represents the position of particle $$i$$ at time $$t$$. The molecular dynamics runs used for the calculation of the dielectric constant have been used for $$D$$. The result for the 360 molecules sample (3.75 ns) is $$1.74 \pm 0.05 \times 10^{-9} \text{ m}^2/\text{s}$$ for a temperature of 291.3 K. As the experimental values of the diffusion coefficient, $$D_{\text{exp}}$$, shows a strong dependence on temperature, it is necessary to find the experimental value at the simulation temperature. By interpolating at $$T = 291.3$$ we find $$D_{\text{exp}} = 1.87 \times 10^{-9} \text{ m}^2/\text{s}$$ and $$D_{\text{exp}} = 1.93 \times 10^{-9} \text{ m}^2/\text{s}$.\(^\text{48}\)
The result of the molecular dynamics run using 530 molecules is $2.00 \times 10^{-9} \text{ m}^2/\text{s}$ for a temperature of 297.1 K. In order to compare with other results at 298 K we have used the experimental dependence on temperature. The results extrapolated at 298.15 K are $2.10 \times 10^{-9}$ and $2.06 \times 10^{-9} \text{ m}^2/\text{s}$ for the systems with 360 and 530 molecules, respectively. The difference is within the estimated error so the dependence on the sample size (if any) is quite small. This is probably due to the fact that the effect of increasing the number of molecules is usually opposite to that of increasing the cutoff radius (see Table III of Ref. 4). As seen in Table III the TIP4P/2005 model improves the predictions of TIP4P and TIP5P and are of similar quality as TIP4P/Ew (the value given in Ref. 10 has been extrapolated at 298.15 K). In fact both models yield results which are almost equidistant from the values $2.3 \times 10^{-9}$ and $2.23 \times 10^{-9} \text{ m}^2/\text{s}$ reported by Mills and by Krynicki et al.\textsuperscript{49,50} and $2.23 \times 10^{-9} \text{ m}^2/\text{s}$ reported by Gillen et al.\textsuperscript{48}

L. Liquid structure

The oxygen-oxygen correlation function, $g_{OO}(r)$ is represented in Fig. 8. The agreement with the experimental curve is quite satisfactory though there are some discrepancies in the height of the first peak. However, from the first minimum, the TIP4P/2005 results are very close to the experimental data and improves substantially the predictions of TIP4P.

V. CONCLUDING REMARKS

In this paper we have presented the results for a new potential model intended to be a general purpose model for the condensed phases of water. The calculated properties include a number of thermodynamic properties of the solid and liquid phases as well as several other properties of liquid.\textsuperscript{51} From the point of view of the thermodynamic conditions, the simulations covered a temperature range from 123 to 573 K and pressures up to 40 000 bar. In summary, we have checked the model for a rather complete set of water properties and an unusually wide range of states. The model gives an impressive performance for this variety of properties and thermodynamic conditions. The results are clearly better than those for its predecessor TIP4P. The comparison is also satisfactory with last generation potentials as TIP4P/Ew and TIP5P. The latter model seems to reproduce very well a limited set of properties but the agreement with experiment for some of them (melting point and $T_{mib}$) deteriorate noticeably when the electrostatic interactions are properly calculated. Besides, TIP5P gives poor predictions for other properties (compressibility, expansivity, heat capacity, dense region of the phase diagram, densities of ices).

The performance of TIP4P/Ew is excellent for many properties. But the poor prediction of the phase diagram indicates that it does not account for the distortions in the hydrogen bond network. A possible explanation of this is that the low value of its quadrupole moments which is compensated with a larger dipole. In this way the averaged effect of the electrostatic interactions may be correct but the angular dependence is probably not so good. A deeper investigation of the reasons of the overstability of ice II for this model could throw some light on this point. It is also to be pointed out that the differences in the structural predictions of several models for ice II are considerably larger than for other ice forms (see Ref. 52). Notice finally that—apart of this serious failure of TIP4P/Ew—, for most of the properties investigated, the predictions of TIP4P/2005 are more accurate. In fact, the only property for which TIP4P/Ew performs clearly better is the enthalpy of vaporization. The TIP4P/Ew result for the static dielectric constant is slightly better than that for TIP4P/2005 while both models perform similarly for the self-diffusion coefficient. For the rest of properties (densities at normal pressure, $T_{mib}$, expansivity, compressibility, densities of the ice polymorphs, melting properties, phase diagram and heat capacity) the results of TIP4P/2005 are clearly better than those for TIP4P/Ew.

An important conclusion of our study is the interdependence of many of the water properties in reparametrized TIP4P potentials. An attempt to match the experimental ice Ih melting temperature (as done in TIP4P/Ice\textsuperscript{47}) implies too large a vaporization enthalpy and a too high $T_{mib}$. Conversely, as the original TIP4P model was designed to match the vaporization enthalpy, their predictions for $T_{mib}$ and $T_{mib}$ are too low.\textsuperscript{53} On the other hand, since TIP4P/2005 has been designed to match the $T_{mib}$ it yields a slightly low melting temperature and a somewhat large vaporization enthalpy. It is clear that there is room for dedicated potentials, i.e., for models that reproduce very well the water behavior for a particular set of properties and give an acceptable account of the rest of properties. But there are important applications (biomolecular simulations could be the paradigm) where this it is not possible because the comparison with experiment is not trivial. For those applications a “general purpose” model is needed. Due to the disparity of properties it is not possible to provide an unequivocal assessment of the quality of different models. A critical discussion of the quality of the different results is then necessary.

The overall performance of TIP4P/Ew and TIP4P/2005 (especially when compared with the original TIP4P) strongly supports the need of a self-energy term which is at the origin
of SPC/E. Other quantum effects could be incorporated in path integral simulations. Admittedly, we wanted to propose a model that reproduces the experimental properties of water within a classical framework. But, given the limitations of the model, it seems important that the deviations from experiment are at least compatible with the neglected effects. This is why we find acceptable the small deviations in the enthalpy of vaporization of TIP4P/2005. On the other hand, This is why we find acceptable the small deviations in the difference between melting temperature and the crystal temperature. It is clear that the most important applications of the water simulations involve condensed phases including amorphous water. Thus, nowadays, the prediction of a single valued property involving the vapor phase cannot be as important as in the past. Probably, the melting properties are more indicative of the reliability of the potential model. However, melting poses a problem similar to vaporization: The water environment differs noticeably in both phases at coexistence. Again, heuristic arguments indicate that the corrections due to a higher dipole moment in the solid phase would probably move the melting temperature towards the experimental results. The above arguments apply only to TIP4P-like potentials. For other types of potentials as TIP5P, the apparent difference between melting temperature and the T_mel is only 11 K although the reported T_mel is for ice Ih which is a metastable phase in those conditions. In summary, TIP4P/2005 gives an excellent performance for most of the properties investigated and the departures from experiment for other properties are well balanced and justified. It seems then a reliable water potential within the limitations inherent to a four-site rigid potential model with fixed charges.
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