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A relatively simple equation of state is proposed for several forms of ice, whose parameters have been fitted
to the results of extensive computer simulations using the TIP4P/Ice and TIP4P/2005 models of water.
Comparison with available experimental data for ice Ih shows that both models reproduce the experimental
density and isothermal compressibility to good accuracy over the entire range of thermodynamic stability
except at low temperatures. The predictions for the thermal expansion coefficient are slightly worse but still
reasonable. Results obtained with the TIP4P/2005 model are slightly better than those obtained with the
TIP4P/Ice model. At temperatures below 150 K, the predictions of both models deviate significantly from
experiment. As expected, at low temperatures, quantum effects become increasingly important, and classical
simulations are unable to accurately describe the properties of ices. In fact, neither the heat capacity nor the
thermal expansion coefficient go to zero at zero temperature (as they should be according to the third law of
thermodynamics). Predicted compressibilites are however reliable even up to 0 K. Finally, the relative energies
of the ices 80 K have also been estimated and compared with the experiments.

I. Introduction for ice Ih were published in 1972 the first NVT simulations

were not performed until a few years later. The number of
simulation studies devoted to the solid phases of water is by
far smaller than the number of simulation studies devoted to

Water is an essential molecule. In the liquid phase, water
presents a number of anomalies when compared to other
liquids1~* In the solid phase, it exhibits one of the most complex

phase diagrams, having 15 different solid structures. Of thesethe liquid properties. Early work by Morse and Ri¢showed
15 solid structures, 9 of them are thermodynamically stable clearly that the old potential models of the 1970s do not correctly
and the other 6 (Ic ’IV IX, XII, XIll, and XIV) are metastable " describe the densities of the ices. Further work on the equation

of state (EOS) of the ices has been performed in the last
years?4—33

Taking into account the importance of water and the question
of whether the current models of water can be used to describe
the solid phases (ices) or even to predict the phase diagram, a
systematic study has been undertaken by our group in the last
3 years** 40 We have found that TIP3P, SPC, SPC/E, and
TIP5P yield a bad prediction of the phase diagram of w#ié¥.
In fact, for these models, ice Il was more stable than ice |h at
normal pressure, and besides, ices Ill and V were not stable

Water is also challenging from a theoretical point of view. Phases for these models. Moreover, the melting points predicted
The first computer simulations of water were performed by PY these models were quite low (with the only exception of
Barker and Watt§ and by Rahman and Stillingéin the early T|P5P)ff°W|th respect to their ablll_ty to reproduce the densities
1970s. In the most popular modéTswater is treated classically, ~ ©f the different solid polymorphs, it has been found that SPC/E
often as a rigid nonpolarizable molecule, with the positive charge andsﬂf 5P overestimate the density of ices by about 3 and
located on the hydrogen atoms and a Lennard-Jones (LJ)8%:"* respectively (the performance of TIP3P and SPC has
interaction site located on the oxygen atom. Differences appearn©t been tested yet). o .
in the location of the negative charge. When the negative charge  The failure of these models is in contrast with the success of
is located on the oxygen atom, one has the family of models the TIP4P modet®#?In fact, the TIPAP model is able to predict
with three interaction sites formed by TIP#PSPCl?and SPC/  feasonably well the phase diagram of wéteit.predicts ice Ih
E20 When the negative charge is located on the ®+H as the stable solid phase at the normal melting point. The
bisector, the model has four interaction sites, as in the case ofPrediction of the densities for the different solid phases of water
TIP4P18 When the negative charge is located on the “lone-pair @PPears as reasonable (it overestimates the experimental densi-
electrons”, one has a model with five interaction sites, as with ties by about 2%j° The main failure of the model seems to be
TIP5P2: Computer simulation studies of water have focused @ melting point about 40 K below the experimental vaitié:

mainly on the liquid phase. Although some preliminary results N view of these results, it was more or less obvious that the
parameters of the TIP4P model could be modified slightly to

T Part of the “Keith E. Gubbins Festschrift”. yield improved performance. It is with this idea in mind that
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Due to its importance and its complexity, understanding the
properties of water from a molecular point of view is of
considerable interest. The experimental study of the phase
diagram of water has spanned the entire 20th century, starting
with the pioneering work of Tammann and Bridgriémp to

the recent discovery of ices XII, XIII, and XIV& The existence

of several types of amorphous phases at low temperaftigs,
the possible existence of a liquitiquid phase transition in
waterl213and the properties of ice at a free surfddeave also
been the focus of much interest in the last two decades.
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TABLE 1: Parameters of the Potential Models

TIP4P/Ice .
TIPAP/2006 «weeeree . elk 5 dOM
oo} . o model (K) A) gu (e) A)
""" - 7 ] owm e TIP4P 78.0 3.154 0.520 0.150
i e .-"""__'. TIP4P/Ice 116.1 3.1688 0.5897 0.1577
- 600 | / . 1 TIP4P/2005 93.2 3.1589 0.5564 0.1546
o .
= | Vo . . .
= ST . of the models with the experimental results (where available).
400 | . . . : .
/II "’ Moreover, since for many solid phases of water these coef-
Ll fiquid ficients have not yet been measured, the results of the simula-
200 w o .-3--53'-‘--{!.. 4 tions provide at least an estimate of the magnitude. Third,
another interesting issue is the presence of quantum effects in
. . . . = . water and particularly in the solid phases of water. It is expected
0160 180 200 220 240 260 280 300 that models such as those used here, when treated classically,
Temperature (K) will fail in predicting the properties of ices at low temperatures.
Figure 1. Phase diagram of the TIP4P/2005 and TIP4P/Ice models, A'thoﬁlgh this is obvious, it WOU!d be of |ntgrest t,o determine
together with the experimental phase diagram (stars). at which temperatures the classical description fails completely

in the estimation of the properties of the solid phases of water.

the TIP4P/EW and TIP4P/2005 models have recently been  The structure of the paper is as follows. The model and
proposed. These two models reproduce quite nicely one of thegjmyation details are described in section II. In section IlIA,
fingerprint properties of water, the maximum in density of water he simulation results will be presented, and an EOS describing
at room pressure. A new model, known as the TIP4APfitas the simulation data reasonably well will be proposed. A
also been proposed and has been found to reproduce theomparison of the proposed equations of state with experimental
experimental melting temperature of water. The impossibility gy its will be made in section I1B. In section 11IC, the results
of simultaneously reproducing the temperature of maximum fq several thermodynamic coefficients (isothermal compress-
density and the melting point for nonpolarizable models has jpjjity, coefficient of thermal expansion) will be presented. In
been shown recentfy. , section I1ID, the radial distribution function of ice lh will be

Besides providing good phase diagrams, the two new models, given and compared to experiments. In section IIIE, we will
TIP4P/Ice and TIP4P/2005, predict quite well the densities of qyise the experimental data used in previous studies to assess
th.e different polymorphs Qf water, having the typical deviation ¢ performance of the TIP4P/feand TIP4P/2005 modefs.
with respect to the experiment of aboufl% for TIP4P/Icé® Moreover, the properties at zero temperature and pressure will

and of about 1% for TIP4P/200S.When considering the e giscussed and compared with experiments in section IIIF.
deviation between experiment and simulation results for each Finally, the main conclusions of this work will be summarized

mo.del, one single thgrmodynamic state was selected for each, section IV.
solid phasé>46 For this reason, although the performance of
TIP4P/Ice and _TIP4P/200_5 for these sele_cted states was goo_d”_ Simulation Details
a more extensive comparison between simulation and experi-
mental results is needed to assess the performance of these The two model potentials used in this work are the TIP4P/
models over a broad range of thermodynamic conditions. This Ice and TIP4P/2005 models. The parameters of the original
is especially interesting, taking into account the renewed interest TIP4P model and their modified counterparts are presented in
in determining experimentally the equation of state of the Table 1. As can be seen in the table, the main differences
different solid phases of water. As an example of this, Feistel between TIP4P and TIP4P/Ice are a larger value of the charge
and Wagner have recently proposed an equation of state for icelocated on the H atoms and a larger value of the dispersion
Ih which is valid over the whole range of thermodynamic energy of the LJ interaction site. The parameters of the TIP4P/
stability and whose parameters have been fitted to a selection2005 are just between those of TIP4P and TIP4P/Ice. The
of the most reliable experimental ddfaor other high-pressure  melting points of the TIP4P, TIP4P/2005, and TIP4P/Ice models
polymorphs, such as ices II, lll, and V, equations of state have are 23031:343555250434556and 272 K1346:56 respectively. In
been proposed by Tchijov and co-worké&¥$9However, since Figure 1, the experimental phase diagram of water is compared
experimental data are not as abundant for these ices as thosto the predictions of TIP4P/2005 and TIP4P/Ice. These two
for ice lh, these authors generated an equation of state bymodels describe qualitatively the phase diagram of water quite
generalizing the method proposed by Fei étdih this method, well.
it is only necessary to know the specific volume along some  NpT Monte Carlo (MC) simulations have been performed
isotherm and some isobar. Moreover, when there was notfor the following solid structures of water: ice Ih, II, I, V,
enough experimental data, Tchijov and co-workers used aand VI. The simulations were performed both for the TIP4P/
combination of experiment&#>3 and simulatio&*5* results. Ice and for the TIP4P/2005 model. For each ice, about 50
In this work, extensive simulations have been performed for different thermodynamic states were considered. The selected
the different solid phases of water using the TIP4P/Ice and states were chosen within the region of the experimental phase
TIP4P/2005 models. There are three main goals of this paper.diagram where the solid phases are thermodynamically stable.
The first one is to provide an extensive comparison between In the simulations described in this work, the LJ potential was
simulation and experiment in a broad range of thermodynamic truncated at 8.5 A for all of the phases. Standard long-range
conditions to check the performance of the models. Second, corrections were added to the LJ energy. Ewald sums were used
the determination of the EOS in a broad range of thermodynamic to deal with the long-range electrostatic forces. The real part of
states allows determination of some interesting properties, suchthe electrostatic contribution was also truncated at 8.5 A. The
as the isothermal compressibility and the coefficient of thermal screening parameter and the number of vectors of reciprocal
expansion. It would be of interest to compare the predictions space considered had to be carefully selected for each crystal
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phase’’58 The number of molecules used for ice Ih, II, Ill, V, mechanical stability with respect to melting, and besides, they
and VI was 288, 432, 324, 504, and 360, respectively. These show an extraordinary resistance to undergo silid trans-
system sizes guarantee that the smallest edge of the simulatioformations by the application of pressure (at least for the lengths

box is always larger than twice the cutoff in the potential. of the runs considered in this work).
Since the considered solid structures are not cubic Ih ) )
(hexagonal), Il (trigonal), Il and VI (tetragonal), and v !l Results and Discussion
(monoclinic), anisotropic NpT MC simulations (Parrinetio A. Proposed Equation of State.In order to construct an

Rahman-lik&%¢) were necessary for the solid phases, thus EOS, we have to start by choosing a functional form for the
allowing both the shape and the relative dimensions of the unit density that will depend both on the temperature and on the
cell to change. Typically, about 80000 cycles were undertaken pressure and that will contain a small number of parameters.
for the determination of the properties of each state (a cycle is The values of these parameters will then be obtained from a fit
defined as a trial move per particle plus a trial volume change). to the results of our simulations. The function that we propose
These properties were calculated after a 20000 cycle equilibra-is based on the Murnaghan equation of state, which accounts
tion period. For the proton disordered phases (Ih and VI), the for the dependence of the volume on pressure at constant
algorithm of Buch et af! was used to generate an initial temperatur®

configuration having no net dipole moment, where the hydro- ,

gens (but not the oxygens) are disordered and satisfy the ice () = po[1+ B! P\ 1)
rules#262 The remaining disordered phases, ice Ill and ice V, p Po 9B,

required some additional care, as they are known to exhibit only

partial disordef3 In view of this, the algorithm given in ref 61 ~ Here, po is the equilibrium density at the reference pressure,
was generalized to construct an initial configuration with andBg andBj, are the parameters of a linear fit to the variation
biased occupation of the hydrogen positions. Ice Il presents noof the bulk modulus B) with pressure

proton disorder; thus, crystallographic information was used to

generate an initial solid configuratiéf.The atom-atom cor- B= p(a_p) (2)
relation functions (G-O, H—H, and O-H) were evaluated every dp

5 cycles. The width of the grid used to compujE) was on =B, + Byp (3)

the order of 0.05 A. Correlation functions were evaluated up to

75 A In order to introduce the dependence on temperature, we

Before leaving this section, we would like to make a modified this equation of state in such a way that the density
comment. For each solid phase, the selected thermodynamigeo depends on the temperature and the quogfB, depends
states were chosen within the “region of the phase diagram both on the pressure and on the temperature. Therefore, the final
where this solid is thermodynamically stable in the experimental expression can be written as
phase diagram”. However, as shown in Figure 1, the region ) 3
where, say, ice Il is thermodynamically stable in the experi- P(P) = (¢; + C;T + ¢;T° + ¢,T°) x
mental phase diagram is not identical to the region where ice Il (L+ (p— p)(Cs+ Cgp+ ¢, T+ cTA)® (4)
is thermodynamically stable for the, say, TIP4P/2005 métel.

Therefore, in certain cases, we will perform simulations of ice where theci are the adjustab|e parameters_ The reference
Il (a similar problem arises for other solid phases) under pressurep, is chosen as the lowest pressure at which our
conditions where ice Il is not thermodynamically stable for the simulations have been carried out for each ice. §parameters
considered water model. This may cast some doubts on thehave been fitted to reproduce the results of MC simulations
validity of our results. We would like to stress that it is easy to performed with the TIP4P/Ice and TIP4P/2005 models.
perform simulations of ice Il at thermodynamic states where it  The tables with all of the raw data from the simulations are
is not thermodynamically stable, as long as it remains mechani- provided as Supporting Information. Besides the results within
cally stable. In fact, we found that, for the TIP4P/Ice and TIP4P/ the region of thermodynamic stability, we have included also
2005 models, the region where they remain mechanically stableas Supporting Information the results for the densities and
is, by far, larger than the region where they are thermodynami- energies along the isotherfn= 100 K for ices Ih, II, IlI, V,

cally stable. Moreover, we have never found sefslid and VI. The reason why data along the isothéfr 100 K
transitions taking place directly in our NpT simulations. The have also been included is because experiments aimed to predict
only possible transformation of the solid within NpT simulations  the structure of ice polymorphs are usually performed around
when taken outside of the region of the phase diagram where it100 K, and therefore, the simulation results could be useful to
is thermodynamically stable is the melting to a liquid. However, compare with such experiments. In addition, the radial distribu-
we have shown that spontaneous melting under periodic tion functions at some selected states are also provided. In
boundary conditions without a free surface occurs typically at particular, we have chosen to provide the radial function for
temperatures about 90 K above the true melting Pdint each phase at two states. One state within the region of
(superheating has also been experimentally observed for ice Ihithermodynamic stability of each phase and the other at 77 K
although it occurred only over a short time s€8leTherefore, and at room pressure.

at room pressure, it is possible to perform simulations of ice In  The parameters resulting from the fit to the simulation data
using the TIP4P/Ice model up to temperatures of about 330 K for each of the studied ices are shown in Table 2. The root-
without observing melting, even though the thermodynamic mean-square deviation was typically on the order offith g
melting point for this model (where the chemical potential of cm™3). Note that, as our EOS has been fitted to simulation results
the liquid and solid becomes identical) occurs at 272 K. In the within the region of thermodynamic stability of each ice phase
same way, it is possible to simulate ice lh at 273 K for a model as measured in experiments, the fit should not be used outside
such as TIP4P/2005 that exhibits a melting point of 252 K. In of this region. In the caption to Table 2, the range of validity
summary, the ice phases have about 90 K of additional of the fit for each phase is given.
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TABLE 2: Parameters of the Equation of State (eq 4) for Ices Ih, II, lll, V, and VI Obtained from a Fit to the MC Simulation
Data Using the TIP4P/Ice and TIP4P/2005 Model Potentiafs
Ih 1
TIP4P/Ice TIP4P/2005 TIP4P/Ice TIP4P/2005
Cy 0.9333645563931860 0.9523508411749246 1.162380521111319 1.144338224524182
c; —1.653876392595994310 ° —7.740155979582636910 ° 6.433910441983322010 4 1.222659911171612910°3

C3
Cy

—4.9131710735359650L0 7
6.857463577966752010 *°

—2.63449072305342410°7
2.795429890726754410 *°

—4.285373628587294410 ©
6.636678103735569310°

—7.436381919786095210 °
1.193040994294345810 8

cs  —8.002257304076902810°5  —1.511587647869426610 % 5.177561710912690410°5 4.476161290113259910°5
s  5.582788901232488510°° 2.107173615807325410°° 3.056557529142394410 10 1.949644570419273910-10
¢;  —2.379962388798169610°°  —1.596481064197342010°7 —1.2771511724094005L07 —4.322564924918253810
cs  —4.176341799181222710°°  —3.655562002937960710 10 5.572802129625160610 10 3.702854687468973210 10
C  7.546439674884164010 2 4.532934546252604110 2 0.1134341595259877 0.1216992426011108
pp 0 0 1500 1500
I v
TIP4P/Ice TIP4P/2005 TIP4P/Ice TIP4P/2005
¢ 0.7901120280281187 0.7867033369676349 0.9578251754575851 1.125399314320533
C 2.061087989247229610°3 2.108327368473133410°3 1.85926450303361931L02 1.284836032342898010 3
Cs 1.833604469329166910 ¢ 1.999606192583053010°¢  —2.878924593181095310°7  —2.982743481599035110 6
cs  —1.795788207813485010°°  —1.840384635379388510°%  —1.0830223107096555108  —7.024064783080553410 10
Cs 1.183379935972164010 %  —9.421996513098693810* 2.840826701411619310 2 1.538756217444543010°3
Co 2.748620420129980410° 8.655058179460312210°7 9.5050287451069000L0 1.22740492929060571010
¢;  —1.804801359796955010°¢  —6.293938673708333610°¢  —2.2892819879510626104  —1.170103012236283410°5
Co 7.047422763762924410°° 2.377627430109599010 4.616478064916260710°7 2.3781092398594965L0
Co 0.1029147782598036 1.2058493936096036 2 1.477379531896709810 2 6.767734879831708710 2
po 2200 2200 3500 3500
Vi
TIP4P/Ice TIP4P/2005
o 1.399854365472994 1.420781210754346

—1.876776778659785410*
—3.027773242824002610° 7
—4.330767977885391110 11

—2.262051123417504710 4
—6.444590546031282210°
—3.735622614663156410 10

C2
C3
Cq

Cs 2.6009917818679855L0 5 2.99426388503466 29105
Co 2.88240305426387 241011 2.3171920382045466L0 1°
¢ —4.7445181322000103L0° 9.4242295662052523L0
Co 1.182859953702400510-1° 1.61691965587817 k71010
Co 0.1272545208763955 0.1032847803405029
Po 8000 8000

a2The po Is given in bars, temperature in K, and the density, as obtained from eq 4, is given in*gTdrase EOSs are only valid within the
region of thermodynamic stability of each phasepat 1—2000 bar andlr = 100-273.15 K for ice lh,p = 1500-6500 bar andr = 160-240
K forice Il, p = 2200-3400 bar and” = 240254 K for ice Ill, p = 3500-6000 bar and’ = 220—-270 K for ice V, andp = 8000—20000 Bars
andT = 175-325 K for ice VI. Equation 4 should not be used outside of the range of the validity of the fit.

B. Comparison of the Proposed EOS with Experiments. the order of 0.+0.2%). However, none of the models exhibits
We will start by discussing the results for ice Ih. This is the ice a bending in the curve of the density that leads to a smaller
for which more experimental data are available, and the dependence of the density with temperature in the low-
comparison of our results with these experimental data will allow temperature region, as observed in the FW EOS that reproduces
us to assess the reliability of the simulations and of the model the experimental results. We will see later that these qualitative
potentials. Most of these experimental data, which include differences between simulations and experiments are even more
measurements of several thermodynamic properties of ice lh,pronounced at temperatures beldw= 100 K. From this
have been collected and revised by Feistel and Wa§ner. analysis, it can be inferred that both models reproduce the
Besides, these authors proposed an equation of state for ice Ifexperiments quite accurately at temperatures aldowve 150
that was fitted to a selection of the more accurate of these K, the TIP4P/2005 model giving slightly better results than those
measurement¥. Therefore, a comparison of our EOS (based of the TIP4P/Ice.
on simulation data) with the EOS of Feistel and Wagner (based We also compared our results for ice lh with some recent
on the experimental data and which will be named as FW EOS) experimental data performed by Siste et af that had not
will serve to test the validity of our EOS over the whole range been included in the study of Feistel and WagitiéBy means
of thermodynamic stability. of neutron diffraction, these authors determined the equation

Figure 2 shows the temperature dependence of the density abf state of DO ice atT = 145 K for high pressures. Assuming
different pressurep = 1, 1000 and 2000 bar for ice lh. In this  that the unit cell is not effected by the change of the hydrogen
figure, we have plotted the data obtained from the TIP4P/Ice isotope, these experimental results are also valid $@r.Hrigure
and TIP4P/2005 EOSs (eq 4), as well as the corresponding3 shows these experimental measurements, as well as the
values obtained from the FW EJS$At high temperatures, the  densities provided by the TIP4P/Ice, TIP4P/2005, and FW EOSs
agreement between the simulations and the FW EQOS is fairly in the range op = 0—2000 bar. The first thing to note in Figure
good over the whole range of pressures. In general, the TIP4P/3 is that the experimental FW EOS is able to predict the
2005 model shows better agreement with the FW EOS at experimental results of Ssale et al. quite accurately, the
temperatures close to room temperature (the differences are ortifferences being on the order of 0.3%. On the other hand, the
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) . 7 Figure 4. Temperature dependence of the density of ice |n &t 1
00 i bar predicted by the TIP4P/2005 and TIP4P/Ice models as compared
0.95 st — to the FW EOS® At low temperatures, the deviation is more
0.901 T T pronounced.
0.85]- P=2000bar ] TABLE 3: Variation of the Density of Ice Ih with
o 1;0 L 2(')0 . 2%0 = Temperature at p = 1 bar as Obtained from Simulations
T ) Using the TIP4P/2005 and TIP4P/Ice Models, Together with

] ) ] ) the FW EOS*® Which is Based on Experimental Results; for
Figure 2. Density ) for ice Ih atp =1, 1000, and 2000 bar, predicted  the TIP4P/2005 Model, the Difference between the
by the TIP4P/2005 and TIP4P/Ice models. For comparison, data Simulation Result and the FW EOS AP = PTiPapr2005 — PFW)

obtained used the experimental FW EOS are also shown. for Each of Thermodynamic State is also Shown
1.00 , ; ; . p (g cnr?)
T(K) expt. TIP4P/2005 Ap TIP4P/Ice
i i 5 0.9338 0.9533 0.0195 0.9378
25 0.9338 0.9514 0.0176 0.9356
0.95 50 0.9337 0.9486 0.0149 0.9330
G 100 0.9330 0.9425 0.0095 0.9277
g 150 0.9306 0.9360 0.0054 0.9219
2 200 0.9261 0.9287 0.0026 0.9160
QO 90l B 250 0.9200 0.9207 0.0007 0.9092
) 273 0.9167 0.9170 0.0003 0.9061
- = Expt. (Strassle)
- T s es ] are due to the fact that we performed classical MC simulations,
| | - ‘TIP“P“W and it is well-known that quantum corrections must be taken
0.85 500 1000 1500 2000 into account at low temperaturés.’2 Even though it was
p (bar) expected that classical simulations would fail at low tempera-

Figure 3. Comparison of the variation of the density of ice Ih with  tures, our results show up to what temperatures they are reliable.
pressure all = 145 K predicted by the TIP4P/2005 and TIP4P/lce  As Figure 4 shows, at room pressure, a classical treatment gives
models Wi.th experimental data of Stsde et af® For comparison, the reasonable results at temperatures abbve 150 K, while

FW EOS is also showth. guantum simulations (i.e., path integral simulations) must be
erformed at lower temperatures.

The deviation of simulations from experiments for the isobar

p = 1 bar as a function of temperature has been calculated (see
Ap = pripapiz005— prw iN Table 3). In particular, the deviations

Ap as a function of temperature can be fitted to a fourth degree

densities obtained from our EOS fitted to the TIP4P/Ice and P
TIP4P/2005 simulations are also in fairly good agreement with
the results of Stissle et al., the TIP4P/2005 model again giving
the more accurate results (6:Q.3 versus 1.61.2% with the

TIP4P/ice). ) . . . polynomial of the form
In order to study in more detail the discrepancies found at
low temperatures, we also performed some simulations below Ap=a+bT+ cRP+dr+eT (5)

T = 100 K. Figure 4 and Table 3 show that the differences

with experiments become more dramatic as we move to lower whereT is given in Kelvin,Ap in g cn3, and the values of the
temperatures. The simulations predict that the density continuesparameters (in the corresponding units)are 0.02001660403,

to increase as the temperature decreases, in clear disagreemeht= —9.203263521x 1075, ¢ = —3.489274256x 1077, d =

with the experimental results, where it has been seen that the2.725676965x 107°, and e = —4.340802725x 10712
density achieves an almost constant value from a temperatureTherefore, an empirical correction (which accounts for quantum
of approximately 100 to 0 K. The experimental behavior of the effects) to the TIP4P/2005 model simulations can be obtained
density at lower temperatures is imposed by the third law of from this expression. It can probably also be used for other ices
thermodynamics. A consequence of this principle is that the at room pressure as a rough estimate.

cubic thermal expansiom, that is, the derivative of the volume For the rest of the ices, experimental data are much more
with respect to the temperature, must go to 0 at® Kowever, scarce. There has been only a few experimental groups that have
the results of the simulations violate this condition. The density performed measurements of the equation of state for ices Il,
increases with decreasing temperature, even at very lowlll, V, and VI. In particular, for O, there are some measure-
temperatures approachirig= 0 K, and therefore, the cubic  ments of the compressibility at = 225 K and of the thermal
expansion coefficient will not vanish at 0 K. These discrepancies expansion at normal pressure for ice Il by Fortes €€ &lor
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p (ban) Figure 6. Comparison of (a) the temperature dependence of the density
Figure 5. Comparison of (a) the temperature dependence of the density of ice Il and (b) the isothermal compressibility of ice lIBt= 237.65
of ice Il at room pressure and (b) the pressure dependence of the density predicted by the TIP4P/2005 and TIP4P/Ice models with experimental
of ice Il at T = 225 K predicted by the TIP4P/2005 and TIP4P/Ice data reported by Gagnon et5lin (b), the solid line corresponds to
models with experimental data reported by Fortes &t hi. (a), the the experimental data (ref 52), the dashed line to the results of the
experimental datum of Kanib(asterisk) has also been included for  T|p4p/2005 model, and the dotted line to the TIP4P/Ice.
comparison (see discussion in Section IlIE).

L B B L B
ices II, Ill, V, and VI, Gagnon et al. measured the pressure I oo TIhapr00s |
dependence of density at= 237.65 K. Gagnon et al. fitted 125~ oo TIP4P/lee ]
their experimental results to linear or quadratic equations
p(p).527475Finally, the group of Finney and co-workers has also
published experimental measurements of the structure and
density of DO ices Il, lll, and V for a few thermodynamic
states. As before, we will assume that the unit cell gDHvill
not be effected much by the change of the hydrogen isotope. - T

Figure 5 shows a comparison of our EOS fitted to the TIP4P/ 105~ N
Ice and TIP4P/2005 simulations with the experimental results
by Fortes et al3 for ice Il. In both cases, our EOS predicts
reasonably well the experimental results along the Isotfierm Figure 7. Comparison of the temperature dependence of the density
o izgigh(ﬂs;i;g‘:raegfgé'm'fniovrvi't%ee'%g:ﬁﬂgfép(ﬁ?ﬁifids of ice Ill at T = 237.65 K predicted by the TIP4P/2005 and TIP4P/ice

R models with experimental data reported by Gagnon &t al.

0.6%) than that of the TIP4P/Ice model (around 2%). Similarly,

the behavior along the isobar at room pressure follows the sameof our EOS; the data shown corresponds to direct results of the
trend as that observed for ice Ih (see Figure 5a), that is, the simulations, not to results obtained from the proposed EOS (eq
agreement between our EOS and the experiments is good in4). For all of these solid phases, the agreement between both
the high-temperature region (around 150 K), but the deviations models and the experiments is quite good. However, it is
become larger as the temperature decreases from this value. Thigenerally observed that the TIP4P/2005 model more accurately
reinforces our belief that quantum effects must be taken into reproduces the experimental results, in analogy to what happened
account to perform simulations of ices beld@w~ 150 K. for ice Ih. The differences between the predictions of the TIP4P/

Before comparing our results with the experiments of Gagnon 2005 potential and the experimental data are usually between
et al., there is one issue that should be mentioned. For ice IIl, 0.1 and 0.3%, while for the TIP4P/Ice model, they are on the
there is some ambiguity in the results of Gagnon et al., as theseorder of 1.0-1.5%. These percentages hold for all of the studied
authors report different expressions for the dependence of thesolid phases (including Ih, I, V, and VI), except for ice Il, for
density with pressure in refs 52, 74, and 75. The best agreementvhich the error made by the two models increases appreciably
with our results is obtained with the expression proposed most (for ice Il, the errors are around 0:8.7% for the TIP4P/2005
recently’* and hence, this expression will be used to represent model and around 1:71.9% for the TIP4P/Ice).
the experimental data for ice Ill (see Figure 7). This ambiguity  Finally, we also compared our results with the experimental
in the results had already been pointed out by Tchijov éPal., measurements of Lobban et®4f* (see Table 5). Again, the
who have also chosen the expression given in ref 74 as the mossame general conclusions as those observed from the comparison
reliable expression. with the previous experiments can be inferred. As before, the

Figures 6a, 7, 8, and 9 and Table 4 show a comparison of TIP4P/2005 predictions differ by around 0.2% from experiments
our results with the experimental data of Gagnon et al. for ices and the TIP4P/Ice by about 1-:0.5%. The error is larger for
I, I, V, and VI, respectively. As in this case, the experimen- ice Il (0.4% for the TIP4P/2005 and +2.0% for the TIP4P/
tally studied states are not always within the region of validity Ice).

1 00 \ 1 | 1 \ 1 | 1 [
12250 2500 2750 3000 3250
p (bar
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TABLE 4: Comparison of the Experimental Variation of
the Density with Pressure along the Isotherml = 237.65 K
for Ices II, Ill, V, and VI as Obtained by Gagnon et al.>?
with the Simulation Results for the Models TPI4P/Ice and
TIP4P/2005, Respectively

p(gcnr?)
ice p (bar) expt. TIP4P/2005 TIP4P/Ice
I 2300 1.1886 1.1811 1.1680
1] 2500 1.1903 1.1827 1.1694
I 2700 1.1919 1.1840 1.1706
I 2900 1.1935 1.1855 1.1718
I 3100 1.1952 1.1870 1.1732
I 3300 1.1968 1.1885 1.1744
I 2300 1.1598 1.1563 1.1439
1l 2500 1.1622 1.1593 1.1466
I 2700 1.1647 1.1616 1.1491
1l 2900 1.1671 1.1646 1.1516
I 3100 1.1695 1.1677 1.1540
1l 3300 1.1719 1.1704 1.1560
\Y 3300 1.2502 1.2518 1.2376
\Y 3800 1.2561 1.2558 1.2409
\% 4300 1.2615 1.2597 1.2444
\% 4800 1.2663 1.2632 1.2477
\Y 5300 1.2706 1.2672 1.2510
\Y 5800 1.2743 1.2710 1.2545
VI 6400 1.3455 1.3486 1.3317
\ 7000 1.3531 1.3523 1.3350
VI 7500 1.3580 1.3554 1.3378
\ 8000 1.3617 1.3585 1.3405
\ 8500 1.3643 1.3616 1.3433
\ 9000 1.3656 1.3646 1.3460
\ 9500 1.3656 1.3675 1.3486

TABLE 5: Comparison of Experimental Measurements of
the Density of Ices Il, Ill, and V Performed by Lobban et
al.6364with the Values Given by the TIP4P/2005 and
TIP4P/Ice EOSs, Respectively

p (g cnm)
ice  p(bar) T(K) expt. TIP4P/2005 TIP4P/Ice
Il 2800 200.0 1.1980 1.1956 1.1811
Il 4200 250.0 1.1948 1.1937 1.1770
Il 4800 200.0 1.2147 1.2094 1.1933
1] 2500 250.0 1.1540 1.1553 1.1434
1] 3000 250.0 1.1621 1.1625 1.1498
1] 3300 250.0 1.1649 1.1666 1.1536
\Y 4000 254.0 1.2533 1.2515 1.2375
\Y, 5000 254.0 1.2631 1.2600 1.2446
\Y, 5000 237.0 1.2680 1.2655 1.2493
\Y, 5000 2335 1.2594 1.2665 1.2502

C. Thermodynamic Coefficients. The EOSp(p,T) served

to calculate several thermodynamic coefficients. We chose to

compute the isothermal compressibilityr)

T % ( g_g)T ©

the cubic expansion coefficientt)

o

the pressure coefficieng)
_ (9P
p= (BT)V ®)
and the heat capacity at constant press@g (

%= ®
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Figure 8. Comparison of the temperature dependence of the density
of ice V atT = 237.65 K predicted by the TIP4P/2005 and TIP4P/Ice
models with experimental data reported by Gagnon &% al.
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Figure 9. Comparison of the temperature dependence of the density
of ice VI at T = 237.65 K predicted by the TIP4P/Ice and TIP4P/2005
models with experimental data reported by Gagnon &t al.

All of these coefficients have been obtained by derivation of
the EOS. In the case of the constant pressure heat caggeity
besides the EOS, the internal energy is also needed. The kinetic
contribution was calculated using the theorem of the equipar-
tition of the energy (i.e., (3/BTdue to the translational degrees
of freedom plus (3/22T due to the rotational), and the potential
energy was obtained from the simulations, by fitting the data
along an isobar to a polynomial.

Most of these properties have been experimentally measured
for ice Ih. Therefore, as we did for the densities, a detailed
comparison of the results of the simulations for the TIP4P/Ice
and TIP4P/2005 models with the experimental measurements
will serve to assess the reliability of the simulations and of the
models in predicting these properties.

A comparison of the isothermal compressibilityrt) as
predicted by our proposed EOS with that obtained from the
experimental FW EOS is shown in Figure 10. Our EOS
reproduces the isothermal compressibility fairly well, although
in this case, the differences with the FW EOS are considerably
larger than those found for the density. In particular, for the
TIP4P/Ice, the differences are typically on the order of-20
30%. The results of the TIP4P/2005 are only slightly better,
again yielding better results at room temperature{1%% error)
than those at low temperatures {280% error). Taking into
account that the dispersion in the experimental valuerds
quite large, with values given by different authors differing by
more than 100%, as pointed out by Feistel and Waéfheur
results are still reasonable.

On the contrary, the predicted cubic expansion coefficient
and the pressure coefficient deviate considerably from the
experimental results. At room temperature, the magnitude of
and 8 predicted by the TIP4P/Ice and TIP4P/2005 EOS are
within a 20-30% of the corresponding values as obtained from
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Figure 10. Thermodynamic coefficientscf, o, 5, andCp) for ice Ih atp = 1000 bar predicted by the TIP4P/Ice and TIP4P/2005 models. For
comparison, the equation of state derived from the experimental-based FW EOS is also shown.

the FW EOS. However, at low temperatures, the differences -llz—ﬁp?;—riig:n I(S:gzhfﬁgigﬁlt %‘)’Toerfggsibli:i%( ’§/T) :n”éj\-/rlh‘;;mal

are as large as 16200%. These discrepancies between the predicted by the TIP4P/2005 and TIP4P/ice Models,

simulations and the experiments are again a consequence offogether with Some Experimental Measurementskr and o

the classical treatment of the simulations. As mentioned before,Wer(i 'IthaIZr]SeYd(sféOE] {,f\l/%_Frl]t (eq 4)(,)tl)5txr_:t=.‘|0(tj fgr th?l V;':\Iues of
i i i kratT = . , Which were Obtained Directly from

tahcctordlwgat/o thehthlrlc; Iawtof (t)he;rr(n)odléygnﬁmms,andﬁl (no_te | Simulation Results along That Isotherm (Those Data are

a B N KT), should go to U a - However, classica Included as Supporting Information)

simulations violate this principle, and the error in these "

magnitudes become larger at lower temperatures, where quan- wr (TPa’)

tum effects become more relevant. From these results, we ice  p(bar)  T(K) expt.  TIP4P/2005  TIP4P/Ice

conclude that an estimate of the magnitudexaind s can be 12 3500 200.0 68 57 51
obtained at temperatures close to room temperature, while the 11° 3500 225.0 70 60 54
prediction is not reliable at low temperatures. e 2800  237.65 69 62 54
L . . . e 2800 237.65 103 121 105
The calculated heat capacity is shown in Figure 10. This 4600 23765 75 61 54
magnitude is not well reproduced by the simulations. The results ¢ 8000 237.65 46 45 41
differ by at least 50% from experiments, and the largest
deviations are found at the lower temperatures. In particular, o (10°°K™)
the heat capacity does not seem to approach O as the temperaturdce  p (bar) T (K) expt. TIP4P/2005  TIP4P/Ice
is decreased, as it also should according to the third law of 7|« 4000 2250 26% 2 231 207
thermodynamic§? e 2500 2450 23% 12 181 191
Therefore, from the analysis of the results for ice Ih, it can V¢ 5000 2455 24&5 258 223
10540 200.0 33 211 189

be concluded that it is possible to obtain reasonable estimations
of the isothermal compressibility over the whole range of  2From ref 64.° From ref 73.¢ From ref 52.9 From ref 90 quoted
temperatures from molecular simulations using the TIP4P/Ice by ref 73.¢From ref 76.

and TIP4P/2005 models. Moreover, it is also possible to estimatethat are compared to the experimental results of Gagnorﬁét al.
the order of magnitude af andf at room temperature. Thisis  |n that particular case, as some additional simulations have been
an interesting result because for the rest of the ices, there areperformed along thd = 237.65 K isotherm so that a direct
much less experimental data, and therefore, our EOS providescomparison with experiments was possible (see discussion in
a first estimate of the thermodynamic properties of ices. BeSideS,Section 11IB and Figures 6,7, 8, and 9)’ the Va|ueg-phave

from the analysis of the data for ice Ih, we know up to what been obtained by fitting the variation of the density with pressure
extent these predictions are reliable. However, the predictions along this isotherm to a second degree polynomial and deriving
of C, are much less reliable. it with respect to pressure.

For the rest of the ices (ll, Ill, V, and VI), a comparison of The results shown in Table 6 reinforce some of the conclu-
the predicted isothermal compressibility and the cubic thermal sions derived from the analysis made for ice Ih. First, the
expansion with the data reported by several experimental isothermal compressibilityt is reasonably well reproduced for
group$2636473can be found in Table 6. For ice Il, we have all of these ice phases. The deviation from the experiments is
also plotted the variation afr with pressure along the isotherm  about 15% for the TIP4P/2005 model and less than 30% for
T = 237.65 K (see Figure 6b). All of these thermodynamic the TIP4P/Ice potential. Second, the predictions of the cubic
coefficients have been obtained through derivation of the EOS thermal expansiomn values of both models are within a 20
(eq 4), except for the values of at the thermodynamic states  20% of the experiments. However, in this case, the experimental
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10 — T T T T TABLE 7: Densities (g cn3) of Several Ice Form$
i — Expt. 1 ice T (K) p (bar) TIP4P/2005 expt.
8 -- TIP4P/2005 |
i i lh 250 0 0.921 0.920
Ic 78 0 0.944 0.931*
o 6~ . 1] 123 0 1.199 1.1791.1906
S T 1 [} 250 2800 1.160 1.165
- [\ 110 0 1.293 1.272*
L 1\ 260 5000 1.280 1.290
H Y, 223 5300 1.272 1.283
VI 225 11000 1.380 1.373
r VI 10 24000 1.634 1.628*
00 L 1X 165 2800 1.190 1.194
Xl 5 0 0.954 0.934*
Figure 11. Oxygen-oxygen distribution function of ice |h & = 77 ))é::l Zg(()) 50010 11'225916 11'2249£
K andp = 1 bar, as obtained from simulations using the TIP4P/2005 XV 80 1 1"294 1'.332*

model, along with the experimental data given in ref 77.
a Experimental data were taken from ref 2, and for completeness,

data are insufficient to assess what model performs the morethe densities of the two recently discovered ices (ice XlIl and ice XIV)
accurate estimations. Note that for ice VI. the difference with Nave also been includéd®We have marked those data corresponding

. . - to low-temperature states and which are not likely to be correctly
the experimental value is considerably larger than that found predicted by classical simulations with an asterisk. For ice 1V, a higher

for the other ice polymorphs. However, as aéregdy pointed out temperature was included so that a comparison is possible in a region
by Shawg? this small experimental value @f’® might not be  where quantum effects are not as important, and for Ice II, a new
very reliable, as it might be effected by an anomalg.ibetween experimental measurement was added on the right colbifmm ref

100-200 K, and that was attributed to an oréelisorder 79. ¢ From ref 73.4 From ref 7.
transition.

D. Structure of Ices. In the previous sections, we have seen discrepancies are due to quantum effects, which are not included
that the TIP4P/2005 model is able to predict the experimental in the classical simulations of this work. If there were
EOS of ices Ih, 11, 11l, V, and VI with good accuracy. It would ~ experimental data available for all ice polymorphs at temper-
be interesting to check if this model is also able to reproduce atures above 150 K, these two models would most likely exhibit
the correct structure of the ice phases. For that purpose, we haveéin improved performance. Indeed, for ice IV, it can be seen
computed the oxygeroxygen radial distribution function of  that the experimental density is more accurately reproduced at
ice lh at 77 K and 1 bar, which has also been estimated the statel = 260 K andp = 5000 bar than at the stafe= 110
experimentally’ In this case, the simulations were performed K andp = 0 bar (see Table 7). Thus, Table 7 shows that the
in a simulation box containing 432 molecules so that the radial ability of the TIP4P/2005 model to describe Ih and Ic is probably
distribution function could be safely evaluated up to 9 A. It quite similar, and the largest deviation found for ice Ic is just
can be seen in Figure 11 that the agreement between simulationg consequence of the low temperature selected for this ice. One
and theory is good, the main difference being that the TIP4P/ could argue that quantum effects are also present at room
2005 model predicts a higher and slightly narrower first peak. temperature, where the simulations appear to lead to results very
These discrepancies are probably also due to quantum effectslose to experiments. We would like to stress that the parameters
that have not been taken into account in our simulations. The of these potentials have been fitted to reproduce some properties
good agreement with the experimental results found for ice Ih of water at room temperature, and therefore, quantum effects
gives us confidence that the radial distribution functions for the are implicitly included in the parametrization of the potential.
other ice polymorphs (which, to the best of our knowledge, have As the temperature is decreased, quantum effects become larger,
not yet been experimentally obtairi®dare also probably  and the potentials are no longer valid. This does not mean that

correct, at least quantitatively. Thygr) for ices Ih, II, lIl, V, these are bad potentials, but it exemplifies that quantum
and VI for the TIP4P/2005 model at some thermodynamic states corrections are important and must be included in the simulations
are given as Supporting Information. in order to reproduce the behavior of ices at low temperatures

E. Revision of the Densities of Ice PolymorphsWhen (i.e., below 106-150 K).
testing the performance of the different water potentials to  For the ices IV and VIII, the differences with experimental
describe the densities of the solid phases of water, it has becomealata are not similar to those found for ice Ih. For ice IV, the
popular to use one thermodynamic state per?¥¢@2¢ The difference is somewnhat larger than that found for ice I at
selected states are those reported in the book of Petrenko and00 K, while for ice VIII, the prediction of the TIP4P/2005
Whitworth? Those data are shown in Table 7. Now that we model is surprisingly in quite good agreement with the
have estimated up to what temperatures our classical simulationsexperimental resultXp = 0.003 versug\p ~ 0.02 found for
yield reliable results, it is interesting to go over these data againice Ih at this same temperature, i.€.= 10 K). These suggest
and to analyze the possible origin of the discrepancies. For that other effects might also be present or, perhaps, that quantum
completeness, the densities of the two recently discovered icecorrections might not have the same magnitude for all ice
polymorphs, that is, ice XlIl and ice XI¥%¢ have also been  polymorphs. In particular, for ice VI, there might be a
included in Table 7. cancellation between several effects. Indeed, our results show

A careful look at Table 7 shows that the ices for which the that either the TIP4P/2005 and the TIP4P/Ice models tend to
discrepancies between simulation and experiment are larger arainderestimate the isothermal compressibitiffor most of the
precisely those for which the comparison is made at tempera-ice polymorphs (see Figures 6b and 10 and Table 6). For ice
tures around or below 100 K, namely, ice Ic, IV, VIII, X1, Xlll, VI, the comparison between simulation and experiment is
and XIV. Besides, the differences for ices Ic, XI, and XlIl are made at a quite high pressure state (24000 bar). Assuming that,
on the same order of magnitude as those observed for ice Ih atn analogy with the results found for other ice polymorphs, the
low temperatures (see Table 3). This suggests that probably thes@1P4P/2005 model underestimates the valuerpthis will result
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TABLE 8: Residual Energies and Densities of the Ices at TABLE 9: Relative Energy of the Ices with Respect to Ice
Zero Temperature and Pressure Predicted by the TIP4P/ Il at Zero Temperature and Pressure Predicted by the
2005 and TIP4P/Ice Models TIP4P/2005 and TIP4P/Ice Models; for Comparison, the
TIP4P/2005 TIP4P/Ice Experimental Measurements of Whalley are also Include#f
1
U P U P AU (kcal mol?)
phase (kcal mol?) (g cnd) (kcal mol) (g cnrd) phase TIP4P/Ice TIP4P/2005 expt.
Ih —15.059 0.9538 —16.465 0.938 Ih —0.197 —0.212 —0.014
I —14.847 1.2301 —16.268 1.212 Il 0 0 0
1l —14.741 1.1838 —16.140 1.169 ] 0.128 0.106 0.201
\% —14.644 1.2971 —16.049 1.277 \% 0.219 0.203 0.213
\| —14.513 1.3851 —15.917 1.363 Vi 0.351 0.344 0.373

in an underestimation of the density of ice VIII at this high minimum internal energy), which is in keeping with experi-
pressure, which is precisely the opposite effect to that causedmental result§?
by the quantum corrections. Therefore, it is possible that a The relative energies with respect to ice Il have also been
cancellation between the two effects had occurred. computed as this allows a comparison with the experimental
The case of ice Il deserves a separate discussion. Theresults of Whalle$? (see Table 9). As it can be seen in the table,
simulations of ice Il at 123 K and 0 MPa exhibit the largest both models correctly predict the order of the internal energies
discrepancy with the experimental result of Kamb (i@ _of thg ices Ih, Il, II_I, V, and V_I, the _internal energy increasing
1.170 g cm3),” for both the TIP4P/ice and TIP4P/2005 N thIS. order. Be5|dgs, the simulations reproducg the qrder of
potential model4546However, this is not a particularity of these ~Magnitude of the differences between the energies of ices Ill,
two potentials. This large discrepancy with the experimental V. VI, and that of ice Il fairly well. The main discrepancy is
datum for ice Il seems to be the general rule for most of the the value of the energy of ice Ih with respect to that of ice Il.
models of water. In view of this, even though it is a quite low For both TIP4P/lce and TIP4P/2005 models, jois much more
temperature state (123 K), the error is less likely to be due only stable th_an ice IlatO K_. However, according to_the experimental
to the classical treatment of the simulatidhdn fact, more results, ice Ih is only slightly more stable than ice Il under these
recent neutron diffraction experiments suggest that the use of€ircumstances. Further work is needed to determine the origin
helium gas as a medium for applying pressure might have some?f this dlscrepgncy. Taking into account that the differences in
consequences on the measured structure as helium atoms ar@ternal energiestad K are quite small (on the order of 0.3
able to enter in the open channels of ic€4T38This effect kcal/mol), it can be stated that the pred_|ct|ons of the TIP4P/Ice
has also been studied by means of ab initio calculafibns. and TIP4P/2005 models appear as quite reasonable. Although
Indeed, when we compare the results of the simulations with quantum effects are of course quite importan® & (and that
some recent experimental measurements that used argon insteday cast some doubts on our results), it seems that classical
of helium for applying the pressure, the agreement between the5|mulat|0|js can still be use_ful to estimate t_he energy dlfferen_ce
simulations and experiments is quite good (see Table 7 andbetwe.en ices at O K, prowde.d that the vibrational zero point
Figure 5a). This would explain why none of the potential models €nergies are similar for the different ice polymorphs.
seemed to be able to reproduce the experimental density of ice
Il. One is tempted to suggest that for> 150 K, a deviation
from the predictions of the TIP4P/2005 potential by about 1.5% |n this paper, we propose an EOS for five of the thermody-
or larger may certainly suggest some error in the experimental namically stable solid phases of water, including ices Ih, II, IlI,
measurement. With this is mind, it is now simple to see that Vv, and VI. For each ice, the nine parameters of the EOS have
the density of ice Il of KamE was wrong and that the new  been fitted to the results of MC simulations using the TIP4P/
value of Fortes et al. seems more appropriat.is worth 2005 and TIP4P/Ice models for a large number of thermody-
mentioning that Whalley also pointed out some inconsistency namic states within the experimental region where each phase
between the measurement of Kamb and his own measurements thermodynamically stable. From this EOS, several thermo-
of the volume of ice Il while studying the properties of ices at dynamic coefficients have been calculated, namely, the isother-
zero temperature and presséfte. mal compressibility, the cubic thermal expansion, the pressure
F. Zero Temperature Properties. For completeness, we  coefficient, and the heat capacity at constant pressure.
have also evaluated some of the properties of the TIP4P/Ice A detailed comparison with the available experimental data
and TIP4P/2005 models at zero temperature and pressure. Thafor ice |h let us to infer some interesting conclusions. First, the
was done for the different ice phases considered in this work. density is accurately reproduced by both models as long as the
To obtain the zero temperature properties, consecutive Par-temperature is above around 150 K. With regards to the
rinello—Rahman NpT simulations at= 0 bar and between 40  thermodynamic coefficients, the isothermal compressibility
and 1 K were performed. The configurational energy and density is also reasonably well reproduced by the two models at
exhibit linear behavior in this range of temperature, and hence, temperatures close to room temperature, although, in this case,
the properties at zero temperature were obtained from a simplethe discrepancies with experiments are as large as 20%. Previous
linear extrapolation. An estimate of the energy under these work has shown that the TIP4P/2005 model is also able to
conditions has been done by Whalley, who used measurementseproduce the experimental isothermal compressibility of water
of the volume at 90 K, along with some previous estimates of at room temperature and pressure more accurately than other
the coexistence lines between the different ice phases, to obtairsimilar models. The TIP4P/2005 model predigis= 46.5 x
an extrapolated value of the energy at zero temperature and10~° MPa %> to be compared with the experimental vakie
pressuré? The configurational internal energy and density at = 45.8 x 10> MPa ! and with the predictions of the TIP4P,
zero pressure and temperature for all of the studied ice phasesr = 59 x 107 MPa'?, and TIP5P modelssr = 40.5x 10°°
are shown in Table 8. Both models predict that ice Ih is the MPa .83 Simulations also provide an estimate of the order of
most stable phase at these conditions (i.e., the one with themagnitude of the parametessand 3, whereas the prediction

IV. Conclusions
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of C, is not very reliable. Second, the TIP4P/2005 model MacDowell, and Professor B. Slater for useful discussions and
systematically shows a slightly better agreement with experi- Professor Eduardo Sanz for providing us the data from the plot
ments than the TIP4P/Ice. Third, the deviations of all of these of the experimental radial distribution function given in ref 77.
magnitudes are larger at low temperatures. As expected,
quantum effects become more important in the low-temperature  Supporting Information Available: Density and residual
region. As a consequence of the classical treatment, neither theenergy for all states within the region of thermodynamic
thermal expansion, the pressure coefficient, nor the heat capacitystability, density and energy along the 100 K isotherm, and
approach zero at zero temperature, as they should according tetructural pair correlation functions between oxygemygen,
the third law of thermodynamics. Therefore, the simulations hydroger-hydrogen, and oxygerhydrogen for ices Ih, II, llI,
performed here have allowed us to establish a lower limit in V, and VI. This material is available free of charge via the
the temperature, that i§, = 150 K, beyond which classical Internet at http://pubs.acs.org.
simulations are not valid.
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