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’ INTRODUCTION

3D colloidal systems have been recognized as model systems
which can be used to understand key questions in soft matter
physics. The success of this approach relies on two facts: the first
one is that colloids in bulk interact through well-known
potentials,1,2 and the second is that the size of the microparticles
makes possible the study of these systems using relatively simple
techniques.

Nowadays, the interest of colloids, more specifically, colloidal
particles, is also focused on two-dimensional systems. Such systems
have important practical applications like stabilization of foams and
emulsions,3-5 novel material synthesis, catalysis, wetting and
dewetting, and several micro- and nanotechnological processes.6

In addition,many biological processes7 take place at interfaces, e.g.,
transmembrane traffic of nutrients. Wastes and metabolites are
largely regulated by membrane inner and outer surfaces, which
may be controlled by particles attached at the interfaces.

There are two main approaches to studying these types of
systems experimentally: one is the confinement of colloidal
particles between two walls, a quasi-2D system, in which the
particle motion is restricted to two dimensions. The other is the
use of particles adsorbed at liquid interfaces. For particle-fluid
contact angles close to 90�, the particles are trapped at the
interface with a very high detachment energy (.kBT),

8 which
means that particles are irreversibly adsorbed onto the interface.

Almost 30 years ago, Pieranski8 reported the first 2D solid-like
structure of polystyrene spherical particle monolayers. After

evaporation of a particle dispersion, he observed with a micro-
scope a crystalline structure with an interparticle distance much
larger than the sphere diameter. This fact is evidence that the
interaction between particles has a longer range than in 3D. This
was the first report highlighting the differences between the
behavior of colloids in two and three dimensions.

After this discovery, several efforts have been devoted to
studying the different structures that were found and the inter-
action potential which determines these structures. Several works
report the very rich structural behavior of these 2D systems, such
as heterogeneous structure with aggregated particles and 9

formation of homogeneous colloidal films with different degrees
of order10,11 and structures with mesoscopic order12,13 (meso-
structures) for which there are no equivalent structures in 3D.

One important topic in soft matter concerns the melting
transition. In three-dimensional systems, this transition is well-
known. However, more than 30 years ago it was suggested that
the character of the melting transition in 2D systems is funda-
mentally different from that in 3D systems. The first difference is
that the fluid and solid phases have different order in two and
three dimensions. Contrary to what happens in 3D, in 2D the
long-range positional order does not exist, and more important,
in 2D there is another type of ordering denoted as orientational
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ABSTRACT: The structure and the interaction potential of
monolayers of charged polystyrene microparticles at fluid
interfaces have been studied by optical microscopy. Micropar-
ticles of different sizes have been studied over a broad range of
surface particle densities. The structural characterization is
based on the analysis of images obtained by digital optical
microscopy. From the experimental images, radial distribution
functions, hexagonal bond order correlation functions, and
temporal orientational correlation functions have been calcu-
lated for different monolayer states at both the air/water and
oil/water interfaces. The interaction potential has been calcu-
lated from the structure factor using integral equations within
the hypernetted chain closure relationship. For particles trapped at the oil-water interface, it was found that, upon increasing the
surface coverage, a freezing transition occurs, that leads to the formation of a 2D crystalline structure. We have studied the freezing
densities of particle monolayers at the oil/water interface and compared them with Monte Carlo simulation results reported by H.
L€owen. In contrast, at the air-water interface, freezing is inhibited due to the formation of particle aggregates.
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order which does not have an equivalent counterpart 3D. In
summary, the structure of the particle monolayers and the
interactions14,15 between 2D colloids are very different from
those of 3D systems.

The Kosterlitz-Thouless-Halperig-Nelson-Young16-19 theory
(KTHNY) predicts that the melting transition of a 2D solid-like
phase to a fluid phase takes place through an intermediate hexatic
phase. The solid-like phase exhibiting quasi-long-range posi-
tional order and long-range bond orientational order melts to
an isotropic fluid phase without orientational and positional
order, through the so-called hexatic phase. The hexatic phase is
predicted to have some specific characteristics: short-range
positional order and long-range bond orientational order.20

The KTHNY view of the melting mechanism is that the
interconversion of the 2D solid-like phase to the hexatic phase
occurs through different defects which destroy the quasi-long-
range positional order of the solid phase. The appearance of
disclinations and dislocations are generated by thermal
fluctuations.

Experimental studies of the melting transition in 2D are very
scarce, and only validate the KTHNY theory for some systems.
Zhan et al.20-22 have studied the equilibrium and dynamics of
paramagnetic particles trapped at the air-water interface. By
modulating the electric field (the interaction), these authors
found a first-order transition from a fluid to a solid-like phase.
Rice et al.23,24 have studied the melting process of poly(methyl
methacrylate) and silica particles confined between two walls
(quasi-2D systems), and they found that in the first system the
melting process is in agreement with the KTHNY theory, while
in the second it is a first-order solid-fluid transition. Lin and
Chen25 found a melting transition in agreement with a KTHNY
scenario for charged polystyrene particles adsorbed at the
decane-water interface. All these results suggest that the freez-
ing (or melting) mechanism seems to depend on the interaction
potential between particles trapped in the 2D or quasi-2D
environment.

The transition in 2D has been studied by Monte Carlo
simulations26 for different pair potentials of the form, u(r) =
ε(σ/r)n, where n gives the range of the interaction, r is the
interparticle distance, σ is the diameter of the particle, and ε is the
amplitude of the potential. Due to the scaling properties of this
potential, it is possible to calculate structural and thermodynamic
properties as a function of the rescaled density

~F¼ ε

kBT

� �2=n

Fσ2 ¼ ε�2=nFσ2 ð1Þ

For nf¥,27-30 a first-order transition with a fluid-solid
coexistence, at ~F � ~Fs = 0.887, has been reported. For n = 1231

and 6,32 a transition in agreement with a KTHNY scenario with
~Fs = 0.986 and ~Fs = 1.513, respectively, was found. For n = 333,34

(corresponding to a dipolar interaction), a transition at ~Fs = 5.29
has been found. From these results, one cannot conclude
whether the solid-fluid transition in 2D is in agreement or not
with the KTHNY theory.

In this paper, we present results on the monolayer structure of
charged polystyrene microparticles, with different sizes, trapped
at the air/water and oil/water interfaces, as a function of the
particle surface density. The study has been carried out by digital
optical microscopy, and we focused our study on the effect of the
particle size on the freezing transition.

’EXPERIMENTAL SECTION

Materials and Chemicals. Negatively charged surfactant-free
polystyrene microparticles (PS) with sulfate functional groups on the
surface were provided by Interfacial Dynamics (USA); their diameters
were in the 1.0-5.7 μm range. Table 1 shows the characteristics of the
particles. The contact angle of each particle at the interface was
measured using the gel trapping technique, GTT,35 and the particle
diameters were measured by dynamic light scattering (DLS). The total
surface charge density of each set of particles were obtained from
conductometric titration and zeta-potential, ζ, measurements. As can
be observed in Table 1, particles adsorbed at the air/water interface have
a contact angle which decreases as the particle diameter increases;
however, at the octane/water interface the contact angle remains almost
constant (∼120�) with the particle size.

The solvents used were milli-Q water, with TOC lower than 5-2
ppb and resistivity higher than 18 mΩ cm-1. Octane with the highest
purity available was purchased from Sigma-Aldrich and filtered through
an alumina (Al2O3) column before use. The spreading solvent, 2-pro-
panol (IPA), was used as received without further purification.
Particle Tracking Microscopy. The setup (see Figure 1) is based

on a Nikon Eclipse 80-I microscope with a digital head (magnification
from 0.8� to 2�) and provided with several long-distance objectives of
10�, 50�, and 100� magnification. A CCD high-speed camera
(Hamamatsu, model C8800-21C) capable of taking 30 frames
per second (fps) at full resolution (1000 � 1000 pixels) was used to

Table 1. Polystyrene Latex Particle Sizes and Three-Phase
Contact Angle of These Microparticles Spread at the Air/
Water andOctane/Water Interfaces Using Isopropanol (IPA)

contact angle (deg)

mean diameter(μm)

standard

deviation (μm) air/water octane/water

1.00 0.04 121( 10 140( 10

1.60 0.04 88( 9 120( 12

2.90 0.09 59( 2 135 ( 10

5.70 0.54 30( 8 120( 9

Figure 1. Setup for microscopic observation of particle monolayers at
fluid-fluid interfaces. It consists of a homemade thermostatted cell (1),
window for illumination from the microscope cold source (2), high AN
50� microscope objective (3), high-speed/-sensitivity CCD camera
(4), and Teflon-steel barriers that control the interface area accessible to
the particles (5).

http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-001.jpg&w=209&h=157
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record the image sequences of the particle monolayers. The monolayer
was spread in a Langmuir trough (Figure 1) or in a home-built cell (see
Supporting Information for the design), in both cases using a ring system
to minimize the particle motions due to convection or air currents
(drift).36,37 Both cells were easily housed in the microscope stage. The
image sequences were stored in a computer for the subsequent analysis
with homemade software.
Procedure. The particles were first redispersed as a 1-2 wt %

suspension in water-isopropanol (IPA) 1:1 (v/v) and sonicated in a
cold water bath for 30 min to avoid any aggregates. Then, 10 to 25 μL of
the suspension was spread onto the interface with a microsyringe. This
small quantity of IPA helps to spread the particles at the interface and
then dissolves into the water phase without practically changing the
interfacial tension (the spread liquid volume is less than 0.1% of the total
volume of the aqueous phase). The system was kept at 25 �C for 30 min
before starting the experiments. Once the monolayer is prepared, the
level of the monolayer is adjusted to the height of the rings set to
eliminate the drift motions.
Image Analysis and Calculations.We have developed software

to analyze the raw digital images and sequences and to extract the
location, the time evolution of each microparticle at the interface, and
several distribution and correlation functions (see details in the Support-
ing Information). The phase behavior and structure is usually character-
ized through the radial distribution function, g(r). This function has
been calculated from the normalized histogram, n(Δr), of the number of
particles at each radial interval, from r to r þ Δr, divided by the value
corresponding to an ideal gas with the same particle number density,
nid(Δr), for each interval

gðrÞ ¼ nðΔrÞ
nidðΔrÞ ð2Þ

The simplest approach, in which many-body interactions are com-
pletely neglected, is called the dilute gas approximation (DG). In this
approach, the pair potential can be directly extracted from the radial
distribution function through

UðrÞ ¼ -
1
β
ln gðrÞ

Unfortunately, this approach has no practical use except for very low
concentrations. The radial distribution function can be related to the
direct correlation function, c(r), by the Ornstein-Zernike (OZ) equa-
tion

hðrÞ ¼ cðrÞ þ F
Z

hð rB0Þ cðj rB- rB
0jÞ d rB

0 ð3Þ

where h(r) is the total correlation function. The inversion of g(r) to
extract the effective interaction potential, U(r), using the OZ equation
requires a closure relationship that in the case of Percus-Yevick (PY)
and hypernetted-chain (HNC) can be expressed as

cðrÞ ¼ hðrÞ- ð1-RÞfgðrÞ exp½βUðrÞ�-1g-R lnfgðrÞ exp½βUðrÞ�g
ð4Þ

where U(r) is the effective pair potential and β = 1/kBT. Setting R = 0
yields PY and R = 1 the HNC integral equations, respectively. The
numerical procedure involves the Fourier transformation of eq 3

~hðkÞ ¼ ~cðkÞ
1þ F~cðkÞ o~cðkÞ ¼

~hðkÞ
1þ F~hðkÞ ð5Þ

where “∼” denotes the Fourier transform and k is the wavevector. The
denominator of eq 5 corresponds to the structure factor, S(k). Lado has
demonstrated that, in the 2D case, the Fourier transform h~(k) of a
function h(r) with circular symmetry must be calculated by a Hankel

transform38

hðrÞ ¼ ð2πÞ-1R¥
0
~h ðkÞJ0ðkrÞk dk~hðkÞ ¼ 2π

Z ¥

0
hðrÞJ0ðkrÞr dr ð6Þ

where Jn(x) is the Bessel function of the first kind of order n. For
numerical calculations, eqs 6 are replaced by their corresponding series
expansions38

hðriÞ ¼ 1
πR2

∑
NR - 1

j¼ 1
~c ðkjÞ

J0ðkjriÞ
J21ðkjRÞ

~hðkjÞ ¼ 4π
K2

∑
NR - 1

i¼ 1
cðriÞ

J0ðkjriÞ
J21ðKriÞ

; ri ¼ λi
K
; kj ¼

λj
R

ð7Þ

where λi (λ1, λ2, 3 3 3 , λNR) are theNR positive roots of J0(x) = 0, andR�
rNR and K � kNR are the computational limits of r and k. In contrast to
the 3D case, the points ri and ki are not equally spaced; in fact, the
spacing depends on the roots λi. The experimental g(r) determines
the values of R and NR, which is sufficient to obtain all the pairs (ki, ri)
since K = λNR/R. To speed up the calculations, we included within the
code the first 160 roots of the Bessel function, with 15 significant digits,
and the rest of the roots were used with a constant spacing of π, which
introduces a maximum error of 10-4 %.

Orientational functions such as the bond orientational order para-
meter,Ψ6, and the bond orientational correlation function, g6(r), have
been calculated computing the angle between the segments connecting
nearest particles using a Delaunay triangulation procedure. The bond
orientational order parameter is defined by

ÆΨ6æ � Ψ6 ¼ j6, k
D E

¼ 1
N

�����∑
N

k¼ 1
j6, k

����� ð8Þ

where j6,k is calculated from

jn, k ¼ 1
n
∑
n

j¼ 1
einθkj ð9Þ

n is the number of nearest neighbors of particle k, and θkj is the angle
between two nearest neighbor bonds in the Delaunay triangulation. The
bond orientational correlation function is defined as

g6ð rB- rB
0Þ ¼ ÆΨ�

6ð rBÞ 3Ψ6ð rB0Þæ
ÆFðrÞFðr0Þæ ð10Þ

where

Ψ6ð rBÞ ¼ ∑
N

k¼ 1
δð rB- rkBÞj6, k ð11Þ

Fð rBÞ ¼ ∑
N

k¼ 1
δð rB- rkBÞ ð12Þ

For simplicity, we have calculated g6(r) as

g6ðrÞ ¼ Æj�
6, kð0Þ 3Ψ6, kðrÞæ

ÆFðrÞæ ¼ 1
N

�����
∑
N

k¼ 1
j�
6, kð0Þ 3Ψ6, kðrÞ
FkðrÞ

����� ð13Þ

where j6,k*(0) is the conjugate of the local bond parameter of the
particle k.

The temporal orientational correlation function, g6(t), evaluates the
time evolution of the orientational order, and it is calculated by

g6ðtÞ ¼ j
�
6ðtÞ 3j6ð0Þ

� � � j
�
6ðt0 þ tÞ 3j6ðt0Þ

� �

¼ 1
Nnt

����� ∑
t

t0 ¼ 0
∑
N

k¼ 1
j
�
6, kðt0 þ tÞ 3j6, kðt0Þ

� ������ ð14Þ
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where j6(t) is the temporal local bond orientational function, and the
star indicates the conjugate

j
�
6, kðtÞ ¼ 1

n
∑
n

j¼ 1
e-i6θkjðtÞ ð15Þ

As in the previous equations, n is the number of nearest neighbors of
particle k, andθkj is the angle between two nearest-neighbor bonds in the
Delaunay triangulation.

’RESULTS

In Figure 2, we show images of particle monolayers at the
octane/water interface at different surface densities and the
corresponding equilibrium functions [S(q), g(r), and g6(r)]. In
this figure, F* is the reduced surface density (F* = Fσ2), where F is
the numerical density and σ is themean diameter), r* is the reduced
interparticle distance (r* = r/σ), where r is the interparticle
distance), and q* is the inverse reduced distance (q* = 2π/r*).

Figure 2. From left to right, examples of images, FFT images, structure factor S(q*), radial distribution function g(r), and the bond orientational
correlation function g6(r) corresponding to charged polystyrene particles adsorbed at the octane-water interface. The first image and its FFT image
show the typical gas structure of particles with 2.9 μm in diameter at a reduced surface density 0.05; second image corresponds to a liquid-like
structure of monolayer particle of 5.7 μm at 0.08; the third one, which shows a hexatic structure, is an image of particles with 1.6 μm in diameter that
has reduced surface density of 0.015 μm. The fourth image corresponds to a monolayer of 1.0 μm particles in a perfect hexagonal array (solidlike
phase).

http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-002.jpg&w=499&h=494
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Images 2.1 and 2.2 in Figure 2 correspond to fluid phases, and their
structures have been characterized as gas-like and liquid-like phases,
respectively. Image 2.3 corresponds to a hexatic phase structure and
image 2.4 shows the typical image of a 2D crystalline solid with a
hexagonal symmetry.

It is evident that the degree of order increases with the surface
density; this is confirmed by the FFT image (inserted images in
Figure 2). The FFT images corresponding to the fluid phases
show a random set of points, whereas in the hexatic phase, and
more clearly in the solid phase, the FFT image corresponds to a
hexagonal array with a high degree of orientational order. Gas-
like and liquid-like phases are characterized by the absence of

orientational and positional order. The value of g6(r*) (Figure 2c
and f) is zero for all interparticle distances in both phases. The
g(r*) term on Figure 2a is a typical function for a gas, which
increases from zero to unity and then remains constant; the same
behavior for S(q*) (Figure 2a) was observed for this phase. The
g(r*) value of the liquid-like phase of Figure 2e shows a few
oscillations, and its envelope decays exponentially, which indi-
cates the fast loss of positional order when increasing the
interparticle separation. g(r*) and S(q*) for a hexagonal 2D solid
have typically narrow peaks with high intensity as is shown in
Figures 2j,k. The positions of the maximum of each peak in g(r*)
correspond to the characteristic distances and their multiples in a

Figure 3. Examples of images, FFT images, structure factor S(q*), radial distribution function g(r), and the bond orientational correlation function g6(r)
(from left to right) corresponding to 2.9μmparticles adsorbed at the air/water interface at four reduced surface densities: (1) 0.006, (2) 0.016, (3) 0.070,
and (4) 0.110.

http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-003.jpg&w=368&h=494
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perfect hexagonal array (see inset in the Figure 2j). S(q*) shows
the expected behavior in the reciprocal space. The positional
order in the solid phase decays with increasing particle separa-
tion, and the g(r*) envelope can be fitted with an algebraically
decay function. In contrast, this solid phase has a high orienta-
tional order as can be observed in the g6(r*) function (Figure 2l)
which at the maximum takes values close to one for all separation
distances. This indicates that the orientational order does not
decay with the interparticle distance. The hexatic phase is a phase
which has orientational order but does not have positional order;
this phase is characterized by oscillatory g(r*) and S(q*) func-
tions, as in the liquid phase. The envelope of g(r*) (Figure 2h)
decays exponentially with increasing particle separation, indicat-
ing absence of positional order. In this phase, g6(r*) (Figure 2i)
takes nonzero values at short separation distances, and its
envelope decays algebraically. Note that g6(r*) goes to zero at
long separation distances, which indicates the existence of
orientational order only on short ranges.

Figure 3 shows that the increase of particle density at the air-
water interface induces aggregation. At low surface densities,
before aggregation takes place, fluid-like phases have been
observed. The FFT values for these surface densities correspond
to rather disordered phases. At very low surface density, the
structures correspond to a gas-like phase, where neither g(r*) nor

S(q*) (Figure 3a,b,d,e,g,h) show maxima and minima and g6(r*)
(Figure 3a,f,e) is close to zero for all interparticle distances. At
higher surface densities, we have found liquid-like structures,
where g(r*) and S(q*) show a few oscillations (first and second
maximum) (Figure 3j,k) and g6(r*) (Figure 3l) is close to zero for
all interparticle distances. After further increase of the surface
density at the air/water interface, the hexatic and the solid phases
are not observed. We have found instead the formation of 2D
aggregates (see Figure 4 left). These aggregates are also found at
the octane-water interface at surface concentrations above the
surface coverage corresponding to the solid phase for this inter-
face (see Figure 4 right).

Further proof of the existence of a hexatic phase is shown in
Figure 5 which illustrates the typical behavior of the g6(t)

21 for
particle monolayers at the octane-water interface correspond-
ing to the different phases (solid, fluid, and hexatic). For the solid
phase, g6(t) is constant and close to 1, which indicates that the
orientational order is maintained at long times. For fluid phases,
g6(t) shows exponential behavior that decays to zero, which
indicates the loss of the orientational order at long times. In the
hexatic phase, as expected, we have found an algebraic decay in
perfect agreement with the theoretical predictions.

Figure 4. Examples images of aggregated particle monolayers. The left
image corresponds to 2.9 μm particle monolayer at the air/water
interface. The right image corresponds to 1.0 μm particle at the
octane/water interface.

Figure 5. Bond orientational correlation function g6(t) normalized by
the initial value of g6(t) (g6(0)) of thee different phases corresponding to
different monolayer of 5.7 μm particles with structure of solid (S),
hexatic (H), and liquid (L), and surface densities of: 2.7 � 10-3, 5.5 �
10-4, and 1 � 10-5, respectively.

Figure 6. Sketch of the three possible equilibrium processes in the
melting transition of a 2D solid-like phase in agreement with the
KTHNY theory. The nucleation process (A) is the formation of two
particles with coordination index, IC, equal to 7, and another pair of
particles with IC = 5; the following motions induce the unbinding (B)
and translation of free dislocation (C) and produce the isolated defects
(16).

Figure 7. Examples images of solid and hexatic phases, respectively.
Particles at the solid phase all have CI = 6; the different CI values in the
hexatic phase are indicated by orange (CI = 6), blue (CI = 5), and yellow
(CI = 7) spheres.

http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-004.jpg&w=240&h=116
http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-005.png&w=193&h=144
http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-006.png&w=152&h=159
http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-007.jpg&w=240&h=125
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Both the equilibrium and dynamic results of this work indicate
that for the octane-water interface the melting transition follows
a KTHNY mechanism. As it was mentioned in the Introduction,
the KTHNY theory predicts that the melting transition consists
of the interconversion of the 2D solid-like phase to the hexatic
phase through different defects, which destroys the quasi-long-
range bond positional order of the solid phase. In Figure 6, we
show the details of the melting mechanism under equilibrium
conditions. In each step (driven by thermal fluctuations), the
motion of one or several particles induces the motion of the
surrounding particles.

We have used the Delaunay triangulation to calculate the
coordination index of each particle, which allows us to analyze
the experimental defects found in each phase. Figure 7 shows that
the defects found in all phases are in agreement with the KTHNY
scenario. In the 2D solid-like phase, the coordination index (CI)
of all particles is 6 (perfect hexagonal array). As the surface
density decreases, the number of particles with CI = 6 decreases
and the number of particles with CI = 5 and CI = 7 increases; i.e.,

in the hexatic phase showed in Figure 7, around 80% of particles
have CI = 6; 20% have CI = 5, and 20%CI = 7. In the fluid phases,
there is no preferential CI.

It is important to notice that, although we have found in our
system a melting transition in agreement with the KTHNY
scenario, we have also explored the possibility of fluid-solid-
phase coexistence. We have analyzed the particle paths of
different monolayers corresponding to the different phases,
gas, liquid, hexatic, and solid-like phases. For all systems, we
had found homogeneous trajectories. This result means that we
have pure phases. The previous statement could be wrong if the
vision field of the microscope is smaller that the domain size. To
disregard this possibility, we have also analyzed the local bond
orientational parameter, Ψ6, in different regions of the same
monolayer, obtaining in all cases the same results within the
experimental precision which confirms the absence of phase
coexistence in our systems.
Phase Diagrams. Using the phase assignment described

above, the phase diagrams shown in Figures 8 and 9 were
constructed. In Figure 8, we show the phase diagram obtained
for the octane/water interface. The fluid-solid transition den-
sity, F, is plotted against the particle diameter, σ. The transition
density was calculated from the average density in 10 regions of
each monolayer. Four different phase regions can be identified
for all particle sizes. It can be observed that the fluid-phase region
decreases when increasing the particle size. As can be seen in the
inset of Figure 8, the melting transition occurs through a hexatic
phase for all particles sizes. In the following, we will explain the
diagram shown in Figure 8 in terms of the interaction potential.
For the sake of comparison, Figure 9 shows the values of the

first maximum in the bond orientational correlation function,
g6(L), (L being the mean distance between neighbor particles) as
a function of the surface density, and for particles of 2.9 μm in
diameter spread onto the air/water and the octane/water inter-
face, using IPA as spreading solvent. The vertical dot lines show
the transition density calculated using the phase assignment
described above. Notice that for the air/water interface at F* >
0.07 the aggregation process takes place with values for the bond
orientational order parameter close to zero. However, for the
same surface coverage for particles spread onto the octane/water
interface the phase transition from fluid to a solid phase takes
place, with values of the bond orientational order parameter close
to the unity.
Freezing Density and Pair Interaction Potential, U(r), at

the Octane-Water Interface. In order to calculate the pair
interaction potential between particles trapped at the fluid
interfaces, we first restrict to low surface density monolayers,
in which effective pair potentials obtained from integral equa-
tions should be closer to the real pair interaction potential. In
Figure 10, as an example, we show U(r) obtained for 1.0 μm PS
particle monolayers with low particle coverage fractions at both
O/W and A/W interfaces. We used in this calculation the
inversion scheme of the experimental g(r), as was detailed in
the Image Analysis and Calculations section, and the hypernetted
chain (HNC) closure relationship.
The numerical values of U(r) were fitted to the analytical

expression:

UðrÞ ¼ εðσ=rÞn ð16Þ
As can be seen in Figure 10, the best fitting of U(r) to eq 16 of

all curves (represented by dashed lines in the figure) is obtained
with n = 3. This result is in perfect agreement with other

Figure 8. Phase diagram of polystyrene particles adsorbed at the
octane/water interface. The different transition densities, F, are plotted
against the particle diameter, σ.

Figure 9. Phase diagrams of polystyrene particles adsorbed at the
octane/water interface (upper) and air/water interface (bottom) for
monolayers of particles with 2.9 μm in diameter. The first maxima of the
different bond orientational correlation functions, g6(L), are plotted
against the reduced surface density, F*. The vertical dotted lines indicate
the fluid-solid transition densities at the octane/water interface and the
beginning of the aggregation at the air-water interface.

http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-008.png&w=160&h=126
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proposed models, in which the particles interact mainly through
dipolar interactions (U(r) ≈ 1/r3). Pieranki8 proposed that the
dipole-dipole repulsive interaction organizes the particles into a
two-dimensional lattice. The dipole is due to the asymmetry of
charge distribution on the particle adsorbed between different
media; thus, electrical dipoles are associated with each interfacial
particle. Averyard et al.11 proposed that Coulombic interactions
could describe the behavior of particles for diluted monolayers,
whereas the dipole-dipole interactions explain the behavior of
particles inmonolayers with high coverage fractions. The analysis
of each contribution to the total interaction potential can be
found in ref 39. It should be noted that, for higher densities, Ff* >

F* g 0.004, with Ff* being the reduced freezing particle density,
we have found an effective pair potential which shows a long-
range attractive component. The origin of this attractive term has
been a matter of an intense debate40,41 in recent years after the
work of Nikolaides et al.42 who proposed the capillary attractive
force. The origin of this capillary attractive term still remains
unknown, and our experiments at higher particle densities will be
discussed in a forthcoming paper.
In order to check the reliability of the procedure used to

calculate U(r) through the inversion of g(r), and for testing the
different closure relationships in these systems, we have per-
formed Monte Carlo simulations in the NAT ensemble (i.e.,

Figure 10. Reduced interaction potential (U(r*)/kBT) obtained by inversion of g(r) and the HNC approximation for 1.0 μm particles at the octane/
water interface (left) and 2.9 μm particles at the air/water interface (right). Dashed lines correspond to a fit with a dipolar potential.

Figure 11. From left to right: configuration of a particle monolayer obtained byMC simulations and the equation X for different phases: gas (G), liquid
(L), and solid (S). Radial distribution function g(r*) obtained with the PT software and the direct correlation function c(r*) obtained as explained in the
Experimental section.

http://pubs.acs.org/action/showImage?doi=10.1021/la104917e&iName=master.img-010.png&w=347&h=132
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keeping constant the number of particles, the area, and the
temperature). Different configurations corresponding to differ-
ent particle densities were generated by changing the size of the
bidimensional simulation box. We used N = 750 and a repulsive
dipolar potential interaction of the form U(r) = ε*/r3. Figure 11
shows the configurations generated for three different densities
corresponding to gas, liquid, and solid-like phases, respectively.
The radial distribution function, g(r*), and the direct correlation
function, c(r*), are also shown for each phase. As can be seen in
Figure 11, by using a dipolar interaction potential, it has been
possible to reproduce by Monte Carlo experiments the phases
found in the real systems. From c(r), we have obtained the
interaction potential U(r) by using the other three and more
simple closure relationships: diluted gas (DG), hypernetted
chain (HNC), and Perkus-Yevick (PY). Figure 12 shows the
interaction potential U(r) obtained for the gas-like phase shown
in Figure 11 for the three closures. As can be seen even for fairly
low surface densities, F* ≈ 0.00075, which we can consider as a
2D gas-like system, the DG approximation fails, giving first a non-
physically attractive term at the same position of the g(r)
maximum, and for higher F*, an oscillatory effective potential.
The PY closure also fails for F*g 0.003 leading to an oscillatory
effective potential. The HNC closure leads to consistent results

for all the low-density monolayers, 0 < F* < 0.004, yielding aU(r)
value that shows a dependence on the distance of the form
U(r*) = ε*/r*n with n = 3, i.e., a dipolar repulsive interaction
potential (see inset of Figure 12). The inset in this figure shows
the U(r) calculated with the HNC closure relationship (open
dots) and the best fits with the dipolar potential interaction (solid
line), which leads to a value of the potential amplitude of ε* =
59 000 ( 300, which is in perfect agreement with the potential
used in the Monte Carlo simulation to generate the different
configurations.
As wasmentioned in the Introduction section, the transition in

2D has been studied by simulation for several interaction
potentials. In the case of the dipolar interaction, U(r) = ε(σ/
r)3,33,34 L€owen26 has predicted the appearance of the freezing
density when 5.29 = ε*2/3 F*, where F* is the reduced surface
density and ε* the potential amplitude (see eq 1). We have used
the experimental data of the potential amplitude, ε* (Figure 10),
and the freezing density (Figure 8), obtained for particles with
different sizes adsorbed at octane/water interface, to check the
L€owen predictions. In Figure 13, we have plotted ε*2/3 against F*
(open dots). The straight line represents the behavior predicted
for L€owen, which is in reasonable agreement with our experi-
mental results.

’CONCLUSIONS

We have studied the freezing transition of particle monolayers
at the oil-water interface as a function of the surface coverage
fraction and for four particle diameters ranging from 1.0 to
5.7 μm. For all particles, the 2D phase transition from the liquid-
like to solid-like monolayers occurs through a hexatic phase and
is in agreement with the KTHNY theory.35-38 For each particle
diameter, we have calculated the freezing density, which is
different for each particle size, as found in the results obtained
by using Monte Carlo simulations. We have worked out a typical
dipolar potential interaction obtained by inversion of the experi-
mental g(r). This potential interaction allowed us to obtain the
potential amplitude. We have also studied the behavior of the
freezing surface density as a function of the particle size and
found that it was in agreement with theMonte Carlo results given
by L€owen. In contrast, at the air-water interface, the freezing is
inhibited due to the presence of particle aggregations.
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