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’ INTRODUCTION

Methanol is one of the most studied substances due to both its
variety of industrial applications and its importance in basic
research. Apart from its well-known suitability as a solvent, it is
frequently used, among other applications, as a truly hydrostatic
medium up to 10 � 104 bar,1,2 as a cosolvent to stabilize
nanoparticles at interfaces,3 in natural gas pipelines to avoid
the formation of methane hydrates,4 as fuel,5 and in solar thermal
systems.6 In the field of fundamental investigation, methanol is
commonly used to study the physics of associated systems since it
is, maybe after water and ammonia, the simplest molecule
forming hydrogen bonds. Moreover, it is considered to be a
prototype molecule to elucidate the theoretical grounds of the
hydrophobic interaction in aqueous solutions due to its amphi-
philic character with a polar group and an apolar head. It is
believed that a full understanding of aqueous solutions of
methanol may provide insights into the behavior of certain
biological systems.7 As a consequence, the thermodynamic
behavior of methanol has been extensively studied for the fluid
phase8-11 and up to a certain point for the solid phases.12-19

Three different solid structures, namely, R, β, and γ, have been
found to date. The β phase coexists with the fluid in the pressure
range (0-1� 104) bar. At lower temperatures, theR phase is the
thermodynamically stable one; the coexistence line between

R and β phases expands along the same pressure interval and
is separated by about 15 K from the fluid-β line. The R and β
phases are both orthorhombic of space groups P212121 and
Cmcm, respectively. The γ phase is a high density triclinic solid
with space group P1. It was found to be the stable solid atT = 298
K and p = 3.5 � 104 bar.

A large body of work has been devoted to the construction of
an intermolecular potential model for methanol to be used in
molecular simulation. The proposed models present different
degrees of complexity, going from the simple pairwise addi-
tive potentials based on the rigid molecule approximation20-30

to more complex descriptions including flexibility,24,26,31-35

polarizability,36,37 or both.38-41 The most widely used models
are the rigid ones since they are able to qualitatively describe the
thermodynamic and structural features of this substance in spite
of their simplicity. In this group, the Optimised Potential for
Liquid Simulations (OPLS) model proposed by Jorgensen,20 the
H1 model of Haughney et al.,21,22 the L1 model of Van Leeuwen
and Smit,23 and the L2 model of Hasse and co-workers27,28 must
be mentioned as the most popular ones. All of them are three-site
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ABSTRACT: The ability of the most popular models of
methanol (H1, OPLS, L2, and L1) for the prediction of the
solid-solid and the solid-fluid equilibria was analyzed in detail
in this work by using molecular simulation. The three solid
phases (R, β, and γ) detected experimentally as being thermo-
dynamically stable, as well as the fluid phase, were considered for
the calculations. It turns out that all the models provide similar
results. The R, γ, and fluid phases were found to be thermo-
dynamically stable for a certain range of temperatures and
pressures, whereas the β phase was always metastable. The
coexistence curves (R-fluid,R-γ, γ-fluid) corresponding to all the models took the same shape except for some slight differences
about their locations. From a qualitative point of view, it can be considered that the four models give a reasonable prediction of the
phase diagram of methanol. However, there are important quantitative discrepancies. The melting points fell in the interval 214-
223 K, whereas the γ phase was predicted to be stable at pressures above 12� 104 bar. These results are quite different in relation to
the experiments since the melting point of methanol is 175.6 K and the γ phase is stable at 3.5 � 104 bar at room temperature. In
addition, the values of the melting enthalpy obtained by the different models are very similar but about 50% higher than the
experimental value. Therefore, it is clear that there is room for improvement. Reducing the stability of theR phase with respect to the
other phases seems to be a necessary condition to construct an improved potential.
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models, with one site representing the methyl group, another site
on the oxygen atom, and a third site on the hydrogen of the
hydroxyl group. These sites are located spatially according to the
geometry of methanol obtained from microwave studies.42

Differences between them reside in the values of the Lennard-
Jones parameters and the charges on the sites. The parameters
corresponding to OPLS and H1 models were obtained by fitting
to thermodynamic properties at room conditions and to some
results determined by using quantum mechanical calculations.
The L1 and L2 models belong to a new class of models which are
constructed to reproduce thermodynamic properties at several
temperatures, in this case, the vapor-liquid equilibrium. All
these models have been mainly used to simulate methanol in the
fluid phase or even in the glassy state. However, little attention
has been paid to the study of the solid phases. To our knowledge,
the solid-solid and solid-fluid equilibrium (SSE and SFE)
has only been calculated recently by the authors43 using the
OPLS model.

Nowadays, the calculation of the solid-solid equilibria and
solid-fluid equilibria is almost routine. The usual methodology
consists of several steps. First, the free energies corresponding to
the different solid structures and the fluid phase at a certain
thermodynamic state must be evaluated. To this end, it is common
for the solid phases to use the Einstein crystal method44 or the
so-called Einstein molecule method,45,46 whereas the calculation
of the fluid phase is usually performed through thermodynamic
integration47 from a state where the fluid behaves as an ideal gas.
Once the free energies are computed at one thermodynamic state,
these can be obtained at other states by again using thermodynamic
integration.47 Thus, the coexistence points are deduced in a simple
way by comparing the chemical potentials of the different phases.
Finally, the Gibbs-Duhem integration method48-50 allows one to
draw the coexistence lines and thus the phase diagram. It should be
commented that the first step can be also carried out by using a
simple Hamiltonian integration47 but only when the free energies
of a model are known at a certain thermodynamic state. This
methodology has been extensively used to evaluate the SSE and
SFE of substances of different degrees of complexity, from
simple models to molecular models [see review of Vega et al.45

and references therein].
Besides this, the SSE and SFE can be quite useful for testing

and improving the current intermolecular potentials. This con-
clusion was reached after a systematic study developed using the
most popular models of water.45,51-57 Three-site models gave
significantly poorer predictions of the phase diagram than those
corresponding to the four-site models. Particularly, the TIP4P
model provided the best predictions, although the melting points
were far from the experimental values. Consequently, a repar-
ametrization of this model, namely, TIP4P/2005, was suggested
to obtain a better description of the phase diagram and the
melting point. The performance of the TIP4P/2005 model was
compared to a wide set of potentials with respect to ten proper-
ties, and it was shown to provide the best description of water
capturing a great number of its anomalies. We believe that this
approach can be used for evaluating and improving the inter-
molecular potential of other molecules such as methanol. Thus,
the main goal of this work is to test the most popular models of
methanol by calculating the solid-solid and solid-fluid equili-
bria and to assess the need of an improved potential. The set of
properties to be tested was the coexistence lines in the p-T
plane, themelting point, densities of the solid phases, and volume
and enthalpy changes at melting. In addition, some results in the

fluid phase such as the densities and vaporization enthalpy at
room conditions and the critical temperature were included for
completeness. Calculations of the SSE and the SFE were only
made for the H1, L2, and L1 models since the corresponding
ones for the OPLSmodel were recently published by the authors.
Another aim is to provide the melting points for those research-
ers that use these models to describe methanol, a quantity
especially useful for studying supercooled methanol.

’MODELS, METHODOLOGY, AND SIMULATION
DETAILS

As has been stated, the four models H1, OPLS, L2, and L1
have the same site definition and molecular geometry. They
consist of three sites located on themethyl group (C), the oxygen
atom (O), and the hydrogen (H) of the hydroxyl. Two Lennard-
Jones (LJ) centers are located in the C and O sites (no Lennard-
Jones center is placed on the H site as occurs in water), whereas
charges are located on the three sites. The molecular geometry
(bond distances and angles) and the dipole moments μD are
given in Table 1, as well as the values corresponding to the
Lennard-Jones (LJ) parameters, ε and σ, and the charges q of the
sites. For these models, the intermolecular interactions between
sites, a and b, are described by the site-site potential defined as
follows

Uab ¼ 4 3 εab 3
σab

rab

� �12

-
σab

rab

� �6
 !

þ qa 3 qb
rab

ð1Þ

where rab is the site-site distance. The LJ cross parameters
σab and εab are computed from σa, σb and εa, εb, respectively,
by using the Lorentz combining rules for the OPLS model
and the Lorentz-Berthelot ones for the rest of the models.
The potential energy between i and j molecules, Uij,
and that for a system of N molecules, U, are defined in the

Table 1. Lennard-Jones Parameters εa and σa, Partial
Charges qa, Geometries, and Dipole Moments μD of the
Potential Models Used

site a εa/k (K) σa (Å) qa (e) geometry

H1 methanol,21,22μD = 2.33 D

O 87.94 3.083 -0.728 O-H: 0.9451 Å

H 0.0 0.0 0.421 C-O: 1.4246 Å

C 91.15 3.861 0.297 C-O-H:108.53�

OPLS methanol,20μD = 2.22 D

O 85.546821 3.070 -0.700 O-H: 0.945 Å

H 0.0 0.0 0.435 C-O: 1.430 Å

C 104.16583 3.775 0.265 C-O-H: 108.5�

L2 methanol,27,28μD = 2.14 D

O 87.879 3.03 -0.67874 O-H: 0.9451 Å

H 0.0 0.0 0.43128 C-O: 1.4246 Å

C 120.5920 3.7543 0.24746 C-O-H:108.53�

L1 methanol,23μD = 2.22 D

O 86.5 3.03 -0.700 O-H: 0.9451 Å

H 0.0 0.0 0.435 C-O: 1.4246 Å

C 105.2 3.740 0.265 C-O-H:108.53�
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following way

Uij ¼ ∑
a
∑
b
Uab ð2Þ

U ¼ ∑
N

i¼ 1
∑
N

j > i
Uij ð3Þ

The average potential energy per mole will be denoted with
lowercase u.

In this work, three types of Monte Carlo simulations were
performed: anisotropic NpT for solid phases of methanol,
isotropic NpT for the fluid phase, and NVT simulations. The
use of the anisotropic version of theNpT emsemble is absolutely
required to simulate solid phases. It guarantees that the shape of
the simulation box—and so the shape of the unit cell of the solid—
is the equilibrium one and also that the solid is under hydrostatic
pressure and free of stress (the pressure tensor will then be
diagonal with the three components, being identical to the
thermodynamic pressure). The number of molecules N corre-
sponding to the solid phases R, β, and γ was 300, 320, and 270,
respectively, as in our previous work43 on the OPLS model. The
number of molecules for each solid phase was chosen to fit at
least twice the cutoff distance in each direction. This corresponds
to 5� 5� 3 unit cells for the R phase, 4� 4� 5 for the β phase,
and 3 � 5 � 3 for the γ phase. The initial configuration used in
the simulations was obtained from the experimental data of these
structures after adjusting slightly the bond lengths and angles to
the values of the H1, L2, and L1 models. Simulations of the fluid
phase were performed with 300 molecules. In all the cases,
equilibration lasted 20 000 cycles, and an additional 40 000 were
generated for sampling (we define a cycle as a trial move per
particle plus an attempt to change the volume of the system). The
potential energy of our simulations was computed truncating the
LJ site-site interactions at 10 Å except for the γ phase where 9 Å
was set (due to the smaller size of the simulation box). Usual LJ
long-range corrections58 were applied. For the long-range Cou-
lombic interactions, Ewald summation47 was used. For the real
space contribution of the Ewald sums, the same cutoff radius as
for the LJ interactions was applied. The screening parameter and
the number of the reciprocal space vectors were determined to
achieve convergence in the real and the reciprocal space sum.

In our previous work43 on the OPLS model, the Helmholtz (A)
and the Gibbs (G) free energies were obtained by using
the Einstein molecule method for the three solid phases and by
thermodynamic integration from a state where methanol behaves
as an ideal gas for the fluid phase. These calculations were
performed at T = 100 K and p = 1 bar for R and β solid phases
and at T = 100 K and p = 4 � 104 bar for the γ phase.
The reference state in which the free energy of the fluid
phase was determined corresponds to T = 298 K and p = 1 bar
conditions. Once the free energies of a reference model
are known, the free energies of a new model can be easily obtained
by using Hamiltonian integration47 according to the expression

Gðλ ¼ 1Þ ¼ Gðλ ¼ 0Þ þ
Z 1

0

DGðλÞ
Dλ

� �
dλ ð4Þ

In this equation, G(λ) is the Gibbs free energy for a system
with potential energy given by

UðλÞ ¼ ð1- λÞUref þ λUnew ð5Þ

where Uref is the potential energy calculated by the intermole-
cular potential of a reference model (OPLS model in our case)
and Unew is the same magnitude but for the new intermolecular
potential which is being studied (H1, L2, or L1 in our case).
Therefore, G(λ = 0) is the Gibbs free energy of the reference
model, and G(λ = 1) is the Gibbs free energy of the new model,
which were denoted asGref andGnew, respectively. The integrand
of eq 4 takes the following form

DGðλÞ
Dλ

� �
¼ ÆðUnew - Uref Þæλ ð6Þ

i.e., it is evaluated as the average in theNpT ensemble of (Unew-
Uref) in a system with a Hamiltonian defined by eq 5 (subscript λ
describes this point).

Therefore, for a specific new potential, we performed NpT
simulations (anisotropic for the solids and isotropic for the fluid
phase) to evaluate the average of eq 6 using the model described
by eq 5. Ten different values of λ were considered. The results
obtained from the averages were fitted to a fourth-degree
polynomial in λ to perform the integration of eq 4 analytically.
In this way, the Gibbs free energy of the new model was
estimated. Notice that once the Gibbs free energy G is known
the Helmholtz free energy A can be easily obtained by using the
expression G - pV = A, and the chemical potential is simply
evaluated as μ = G/N.

As a cross-check of the methodology, the Gibbs free energy of
the fluid phase was also computed using thermodynamic inte-
gration from a state where methanol behaves as an ideal gas. This
calculation requires the simulation of the equation of state (EOS)
along the isotherm T = 800 K from 1 bar to 0.1 � 104 bar and
through an isochore from 800 to 298 K. The density correspond-
ing to the isochore was 0.725 g 3 cm

-3 for the H1 model, 0.788
g 3 cm

-3 for the L2 model, and 0.786 g 3 cm
-3 for the L1 model.

All the details of the computation of the free energy from these
simulations can be found elsewhere.43

Once the free energy is known at a specific thermodynamic
state, its value at other thermodynamic states can be easily
determined by using thermodynamic integration. In that way,
free energies were evaluated along the 1 bar isobar and the 100 K
isotherm. In the first case, the following thermodynamic relation
was used

GðT2, pÞ
NkT2

¼ GðT1, pÞ
NkT1

-
Z T2

T1

HðTÞ
NkT2

dT ð7Þ

which allows one to obtain G at temperature T2 and pressure p
onceG is known at temperatureT1 and pressure p. The integrand,
where H denotes the enthalpy, is evaluated along the p isobar at
selected temperatures between T1 and T2 by using NpT Monte
Carlo simulations. In the second case, the following expression
was applied

AðF2,TÞ
NkT

¼ AðF1,TÞ
NkT

þ
Z F2

F1

pðFÞ
kTF2

dF ð8Þ

where A at density F2 and temperature T is calculated from the A
value at density F1 and temperature T. The integrand is evaluated
along the T isotherm at specific pressures ranging from the
density value F1 to F2 by using NpT simulations.

As has been stated previously, the chemical potential is
calculated from the free energy G. Coexistence between two
phases is obtained according to the condition of identical
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chemical potential at a certain pressure and temperature. Once
one coexistence point between two phases is determined, the rest
of the coexistence curve was obtained by performing Gibbs-
Duhem integration.48-50 This method, proposed by Kofke in
1993, is a numerical integration of the Clapeyron equation, which
can be written as follows when two phases, labeled as I and II,
coexist

dp
dT

¼ hII - hI
TðvII - vIÞ ð9Þ

where lowercase denotes thermodynamic properties per mole.
The differential equation can be integrated numerically since
the enthalpy and volume differences between two phases can
be easily calculated at a certain T and p. When implementing
the Gibbs-Duhem integration, one obtains the coexistence
pressure for the selected temperatures, the temperature acting
as the independent variable. This is quite convenient when the
coexistence line does not show a large slope in the p-T plane.
However, when the slope is large the integration of the equation
dT/dp = TΔvI-II/ΔhI-II is more efficient. A fourth-order
Runge-Kutta algorithm was used to integrate the Clapeyron
equation.

The vaporization enthalpy Δhl-v was also calculated to permit
a more complete comparison between the four models. This
magnitude was obtained atT = 298 K asΔhv-l =-ulþ RT for the
H1 model, where R denotes the universal gas constant and ul is
the average potential energy per mole of the liquid; for the rest of
the models (L2, L1, and OPLS), it was computed at 298.15 K as
Δhv-l = hv- hl by using the coexistence pressures given in refs 28
and 59. There is a growing acceptation of the idea that the self-
energy correction60 proposed by Berendsen for water could also
be included in the calculation of Δhv-l for other polar molecules
with significant different dipole moment in the liquid and in the
gas phase. This correction depends on that difference and can be
approximated by

ΔEpol ¼ ðμD, l - μD, gÞ2=2R ð10Þ

whereR is the polarizability of methanol. Regarding the values of
thesemagnitudes, the ones corresponding toμD,l for the different
models are given in Table 1, μD,g = 1.7 D, and R = 3.29 Å3. This
correction was evaluated and also included for the analysis.

’RESULTS AND DISCUSSION

All the simulation data corresponding to the three models are
provided in the Supporting Information of this work.

The values of the Helmholtz free energy A of R, β, γ, and fluid
phases at several thermodynamic states (including the reference
ones) are given inTable 2 for the differentmodels. A comparison of
the relative stability of the different solid phases can be performed
at T = 100 K and p = 1 bar since at this pressure A/NkT
is approximately equal to μ/kT. The γ phase takes, for all the

Table 2. Free Energies A, Densities G, and Average Potential
Energies Per Mole u of the r, β, and γ Solid Phases and of the
Fluid Phase of Methanol Obtained by the H1, OPLS, L2, and
L1 Models at Temperature T and Pressure p

phase p/bar T/K H1 OPLS L2 L1

A/NkT
R 1 100 -47.56 -49.09 -50.90 -51.27

β 1 100 -47.31 -48.93 -50.79 -51.09

γa 1 100 -43.93 -45.86 -47.39 -47.67

γ 4 � 104 100 -32.60 -35.22 -37.12 -37.42

fluid 1 298 -11.79 -12.60 -12.69

fluidb 1 298 -11.79 -12.18 -12.61 -12.69

F/g 3 cm
-3

R 1 100 0.984 1.024 1.034 1.052

β 1 100 0.986 1.024 1.034 1.051

γ 1 100 0.987 1.032 1.044 1.060

γ 4 � 104 100 1.262 1.305 1.305 1.333

fluid 1 298 0.725 0.760 0.788 0.786

u/kJ 3mol-1

R 1 100 -47.95 -49.30 -50.92 -51.27

β 1 100 -47.79 -49.18 -50.83 -51.13

γ 1 100 -45.06 -46.84 -48.18 -48.43

γ 4 � 104 100 -37.74 -39.84 -41.58 -41.88

fluid 1 298 -34.27 -35.67 -37.38 -37.86
a Free energies evaluated using thermodynamic integration from the
value at 4 � 104 bar. b Free energies evaluated using thermodynamic
integration from the ideal gas state.

Figure 1. Chemical potential μ as a function of temperature T at 1 bar for fluid phase (green dashed) and forR (black solid) and β (red dashed-dotted)
solid phases of methanol. (a) H1 model, (b) L2 model, and (c) L1 model.

http://pubs.acs.org/action/showImage?doi=10.1021/jp110084p&iName=master.img-001.jpg&w=379&h=159
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models, significantly higher values than those of theβ andR phases,
which are very similar. This result indicates that the γ phase is
considerably less stable at this state than the other phases, which is
in agreement with the fact that this phase is only thermodynami-
cally stable at high pressures in real methanol. Although the
differences between the β and R phases are quite small, the R
phase always takes lower A values, which means that it is the most
stable phase at this thermodynamic state. On the other hand, to
check our data obtained from eq 4, the free energy of the fluid was
also calculated by using thermodynamic integration from the ideal
gas as was done in ref 43. These last values, which are also shown in
Table 2, differ by less than 0.01NkT from the results obtained by
using Hamiltonian integration, providing further reliability in the
accuracy of our calculations. The densities F and the average
potential energies per mole u at these specific thermodynamic
states are also given in Table 2. Notice that slight differences
between R and β are appreciated for theses magnitudes too.

As it was explained in Section II, the chemical potential μ of
the R, β, γ, and fluid phases was computed as a function of
temperature T (for p = 1 bar) and as a function of pressure (for
T = 100 K). In Figure 1a, the chemical potentials μ correspond-
ing to R, β, and fluid phases obtained by the H1 model are
plotted against T at 1 bar (the γ phase is excluded since its
chemical potential is significantly higher, as was shown before).
As can be observed, the β phase takes higher values than the R
phase over the whole temperature range studied. This fact
indicates that the R phase is the most stable solid phase at that
specific pressure. Regarding the fluid phase, its chemical potential
takes higher values than theR phase below 214 K and lower ones
from that temperature, so the coexistence temperature between
R and fluid phase was 214 K. As for the β and fluid phase, the
coexistence temperature was found at 204 K. Taking into account
that theR phase is thermodynamically stable at this pressure, 214
K is themelting point of this model. The results corresponding to
L2 and L1models are shown in Figures 1b and 1c. As can be seen,
the β phase is also metastable in these models, and coexistence
temperatures of the R and β phases with the fluid phase were
223.5 K (the melting point) and 218.5 K, respectively, for the L2
model, and 223 K (the melting point) and 218 K for the L1
model. In summary, the β phase was found metastable at p = 1
bar for these models, as was found previously when using the
OPLS model. In addition, the melting points predicted by all
the models (215 K by OPLS) are far from 175.6 K, the experi-
mental value (note that the melting point refers to the R-fluid

coexistence in the models, whereas this melting point refers to
the β-fluid coexistence in the real methanol). The melting
temperatures are summarized in Table 3. As for the stability of
different solid phases along the 100 K isotherm (see Figure 2a,
2b, and 2c), the β phase was also found to be metaestable for the
H1, L2, and L1 models (as was found for OPLS). With regard to
the H1 model, the R phase was the most stable below 15.6� 104

bar, whereas for higher pressures γ is the stable phase. The
coexistence pressure corresponding to the L2model was 12.36�
104 bar and 12.47� 104 bar in the case of the L1model (the value
obtained by OPLS was of 11.50�104 bar). These results indi-
cate that for the four models of this work the γ phase is
stable for pressures much higher than found experimentally
(3.5�104 bar).

The complete phase diagram of the four models considered in
this work is plotted and compared to the experimental diagram in
Figure 3. The experimental phase diagram19 is known only for
pressures up to 1.5 � 104 bar. Experimentally only two coex-
istence curves have been reported: the first corresponds to the
transition from the R to the β solid phase and for slightly higher
temperatures the coexistence line between the β solid and the
fluid. The single point presented in Figure 3 represents the only
experimental thermodynamic state for which the existence of the
γ phase has been reported. As can be seen, all the models are able
to predict the existence ofR, γ, and fluid phases, but theβ phase is
metastable in all the cases. However, this can not be considered as
a dramatic failure of the models for two reasons. First, experi-
mentally the region of stability of the experimental β-phase is very
narrow, so the quantitative error is, thus, small. The second reason
is that there is a strong similarity in both thermodynamics and
structural properties for the R and β phases and so their
competition in stability arises from the slight differences in the

Table 3. Melting TemperaturesTm for theH1, OPLS, L2, and
L1 Models of Methanola

model Tm/K

H121,22 214

OPLS20 215

L227,28 223.5

L123 223
aThe experimental value of the melting temperature of methanol is
175.6 K.

Figure 2. Difference between the chemical potential of R or β solid phases and that of γ solid phase of methanol plotted against pressure p at 100 K.
R-γ (solid line) and β-γ (dashed line). (a) H1 model, (b) L2 model, and (c) L1 model.

http://pubs.acs.org/action/showImage?doi=10.1021/jp110084p&iName=master.img-002.jpg&w=357&h=154
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chemical potential along the p-T plane, which can only be
captured using very accurate intermolecular potentials.

The coexistence lines presented in Figure 3 for the different
models adopt a very similar shape. The R-fluid lines obtained by
the four models are very close, and just some differences appear at
high temperatures and pressures. A re-entrant melting curve is
predicted in all the cases, and the melting points are almost the
same, and far from the experimental. Regarding the R-γ line,
the results obtained by the L2 and L1 models are very similar,
whereas those corresponding to the H1 and OPLS models are
located at higher and lower pressures, respectively. In any case, the
stability of the γ phase is predicted in the models at very high
pressures.

The properties at coexistence for the fluid-R and fluid-β
transitions (at p = 1 bar) are presented in Table 4 and compared
to the experimental results. In real methanol the fluid phase
coexists with theβ solid phase, but there is no coexistence between
the R and fluid phase. Consequently, there are only experimental
data corresponding to both enthalpy and volume transitions
between the β and the fluid phase, whose values were taken from
Riddick et al.61 and Staveley et al.14 However, an estimate of the
“experimental” transition properties between the R-phase and the
fluid was performed as the sum of the experimental β-fluid
transition properties plus the experimental R-β transition one
tomake a comparison with the simulation results too. To this end,
experimental volume and enthalpy R-β transition values were
taken from Staveley et al.:14 0.45 cm3

3mol-1 and 0.636 kJ 3mol-1,
respectively. A great discrepancy between the model predictions
and the experimental data can be appreciated. In addition, it must
be noted that the three models provide similar estimates of the
volume and enthalpy change at the transition.

The density F of the R, β, γ, and fluid phases at selected
thermodynamic states (the residual internal energy is presented

for completeness) and the vaporization enthalpyΔhv-l (with and
without the Berendsen correction) at 298.15 K obtained from the
H1, OPLS, L2, and L1 models were compared with selected
experimental data in Table 5. The experimental densities corre-
sponding to the R and β phases were obtained from Torrie
et al.,17 whereas those for the γ phase were taken from Allan
et al.18 The model that shows the worst agreement with the
experimental densities is the H1 one, which always gives too low
values. Regarding R and fluid phases, both the L2 and L1 models
provide the best predictions, whereas β and γ solid phases are
better reproduced by the OPLS and L1models, respectively. The
experimental vaporization enthalpy was taken from Riddick
et al.61 As for the simulation results obtained without the
Berendsen term, it can be seen that the OPLS model shows
the best agreement. When the Berendsen correction is applied
(the values are given in parentheses in Table 5), it can be
appreciated that the best agreement does not correspond to
the OPLS model but to the L1 model, although results from the
L2 model are also quite close to the experimental data. It was
previously found57 for water that models which reproduce the
experimental critical temperature were able to predict the
vaporization enthalpy only if the Berendsen correction is in-
cluded. In our case, the critical temperatures of methanol
determined by using the H1, OPLS, L2, and L1 models are
484, 500, 506, and 513 K,23 respectively, and the experimental
one is 513 K.61 Therefore, the same fact described for water is
verified for methanol since the models which give the best critical
temperature also provide the best vaporization enthalpy when
the Berendsen term is applied. Notice however that differences
between the experimental values and those of the models of
methanol are small. Simulation data of the vaporization enthalpy

Figure 3. Phase diagram of H1 (red dashed-dotted), OPLS (black
solid), L2 (green long-dashed), and L1 (blue short-dashed) methanol
compared to the experimental one (black short-dashed). The experi-
mental phase diagram was determined at pressures ranging between 1
and 1.5 � 104 bar, detecting two coexistence curves: going from low to
high temperature, the first coexistence line represents the transition
between the R solid phase and the β phase, and the second one defines
the transition from the β phase to the fluid one. The single point
symbolizes the only experimental thermodynamic state for which the
existence of the γ phase was reported.

Table 4. Coexistence Properties between the r or β Solid
Phases and the Fluid Phase ofMethanol for theH1, OPLS, L2,
and L1 Models at 1 bara

model H1 OPLS L2 L1 exp.

R-fluid coexistence

Tcoex/K 214 215 223.5 223 175.6

Ff/g 3 cm
-3 0.808 0.844 0.861 0.867

FR/g 3 cm
-3 0.926 0.964 0.972 0.988

Δvf-R/cm
3
3mol-1 5.05 4.75 4.24 4.50 3.2b

hf/kJ 3mol-1 -39.18 -40.51 -41.75 -42.42

hR/kJ 3mol-1 -44.37 -45.71 -47.06 -47.44

Δhf-R/kJ 3mol-1 5.19 5.20 5.31 5.02 3.85b

β-fluid coexistence

Tcoex/K 204 209 218.5 218

Ff/g 3 cm
-3 0.820 0.847 0.862 0.871

Fβ/ g 3 cm
-3 0.934 0.971 0.978 0.998

Δvf-β/cm
3
3mol-1 4.76 4.80 4.43 4.57 2.75

hf/kJ 3mol-1 -39.70 -40.73 -42.29 -42.84

hβ/kJ 3mol-1 -44.52 -45.84 -47.17 -47.58

Δhf-β/kJ 3mol-1 4.83 5.11 4.88 4.74 3.215
a Tcoex is the coexistence temperature; Ff, FR, and Fβ are the densities
corresponding to the fluid and to theR and β solids; hf, hR, and hβ are the
enthalpies (the term 3RT which arises from the translational and rota-
tional kinetics terms is not included); Δvf-R, Δvf-β and Δhf-R, Δhf-β
are the transition of both volumes and enthalpies for the fluid-R and the
fluid-β coexistence at 1 bar. bApproximated value as explained in
the text.

http://pubs.acs.org/action/showImage?doi=10.1021/jp110084p&iName=master.img-003.jpg&w=211&h=189
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of previous works27,59 were also included to show the close
agreement with our numbers.

In this point, a global analysis of the performance of the
models seems to be appropriate. The four models predict
correctly the higher stability of the R phase with respect to the
γ phase at low pressures, the overall shape of the fluid-R
coexistence line, and the similarity in thermodynamic properties
of the R and β phases. The β phase was found slightly less stable
than the R phase, but as it was previously commented this fact
must not be considered as a strong failure. Thus, the description
is qualitatively correct. However, there are important quantitative
discrepancies. For instance, the pressure of the R-γ coexistence
line is too high, and the same is true for the melting point
temperature at room pressure. The description of the transition
properties at melting (i.e., volume change, enthalpy change) is
not very good either. Concerning the fluid phase, the L1 model
gives the best predictions, and the L2 model shows also good
agreement with experiment. This is not strange since these
models were parametrized forcing their parameters to reproduce
the vapor-liquid equilibrium and properties of the fluid at room
conditions. As for the densities of the solid phases, the L1 model
provides the best predictions from a global point of view although
the β phase is best reproduced by theOPLSmodel. Thus, putting
all the information together, it can be concluded that the best
model of methanol is the L1 model due mainly to its reliability in
the fluid phase. However, the discrepancies exposed above
related with the SSE and SFE indicate that there is room for
improvement; a new parametrization based on the phase diagram
calculations could improve the quality of the results. All these
considerations can be appreciated quantitatively in Table 6
where the percent relative deviation PRD between the simulation
data for each model of methanol and the experimental value is

presented in Table 6 for all these thermodynamic properties. The
PRD parameter was computed as follows

PRD ¼
�����y

sim - yexp

yexp

����� 3 100 ð11Þ

where y is the thermodynamic property and the superscripts sim and
exp denote simulation and experimental. Note that this table allows
us also to establish particularly when and where each force field
should be reliable. From the results presented in Table 6, it can be
seen that L1 provides the best agreement with experiment for most
of the properties, although the predictions of L2 are also quite good.

All evidence available so far indicates the possible origin of the
failure of all the models in the prediction of the SSE and the SFE.
On one hand, the vaporization enthalpies of all the models are
very close since they deviate not much from the experimental. It
seems to indicate that the strength of the hydrogen bond
predicted by the models in the fluid phase is roughly correct.
On the other hand, the great stability of the R phase (or β since
its free energy is quite similar) in relation to the fluid phase
translates into a high melting temperature and enthalpy which
seems to indicate that the hydrogen bonds in the R solid are too
strong. The high values of the R- γ transition pressures also
suggests that the strength of the hydrogen bond in the R phase is
too large. An improved potential should modify the charge
distribution to decrease the strength of the hydrogen bond in
the R phase. In fact, previous work on water has shown that
slightly modifying the charge distribution in the molecule
produces important changes in the phase diagram. The same
probably applies to methanol, although of course the simplified
description of the interaction betweenmethanolmolecules of the
type used in this work does not allow us to describe all its
properties. As a final remark, it should be pointed out that the
majority of water models underestimates the melting tempera-
ture and the melting enthalpy, whereas the opposite seems to
occur for methanol. This is so even though models describe the
vaporization enthalpy reasonably well in both cases. This fact

Table 6. Percent Relative Deviations PRDObtained from the
Simulation Data for Each Model of Methanol and the Ex-
perimental Value for a Set of Thermodynamic Propertiesa

PRD/%

property H1 OPLS L2 L1

Δhv-l
b 7.9 5.0 1.7 0.2

Tc 5.7 2.5 1.4 0.0

Ff 7.8 3.4 0.2 0.1

FR 5.9 2.0 0.9 0.7

Fβ 3.9 0.1 1.1 2.7

Fγ 8.7 5.7 5.6 3.6

Tm 22 22 27 27

pcoex,R-γ 346 229 253 256

Δhf-β 50 59 52 47

Δvf-β 73 75 61 66
aΔhv-l is the vaporization enthalpy at 298.15 K. Tc is the critical
temperature. FR, Fβ, Fγ, and Ff denote the densities of the R, β, γ,
and fluid phases at the thermodynamic state given in Table 5. Tm is the
melting temperature. pcoex,R-γ is the coexistence pressure between theR
and γ phases at 100 K. Δhf-β and Δvf-β are the transition enthalpy and
volume for the coexistence between the β phase and the fluid at 1 bar.
bComputed with the Beredsen correction.

Table 5. Densities G andAverage Potential Energies PerMole
u of the r, β, and γ Solid Phases and of the Fluid Phase of
Methanol Obtained by the H1, OPLS, L2, and L1 Models at
the TemperatureT and Pressure pCompared to Experimental
Dataa

H1 OPLS L2 L1 exp.

phase p/bar T/K F/g 3 cm
-3

R 1 160 0.955 0.994 1.006 1.022 1.0147

β 1 170 0.953 0.991 1.003 1.019 0.9921

γ 4 � 104 298 1.235 1.276 1.277 1.304 1.3526

fluid 1 298 0.725 0.760 0.788 0.786 0.7864

phase p/bar T/K u/kJ 3mol
-1

R 1 160 -46.17 -47.51 -49.14 -49.49

β 1 170 -45.67 -47.11 -48.75 -49.06

γ 4 � 104 298 -34.33 -38.17 -38.50

fluid 1 298 -34.27 -35.67 -37.38 -37.86

Δhv-l/kJ 3mol
-1

36.75 37.66 38.90 39.67

37.40b 39.14c 39.90b 37.43

(34.46) (35.56) (36.79) (37.50)
aVaporization enthalpy at room temperature Δhv-l for the different
methanol models, its value after including the Berendsen polarization
correction (in parentheses), and the experimental one are also shown.
b From ref 59. c From ref 27.
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suggests that models fitted to reproduce the vapor-liquid
equilibrium can either overestimate (as found here for methanol)
or underestimate the melting temperature, as happens for water.

’CONCLUSIONS

The solid-solid and solid-fluid equilibria were considered to
test the most popular models of methanol (H1, OPLS, L2, and
L1). In this work, the free energies for the H1, L2, and L1 models
were determined by using the Hamiltonian integration method
considering the OPLS as the reference model since its phase
diagram and free energies are known from previous work.
Afterward, thermodynamic integration was used to estimate
the initial coexistence points, and then the complete phase
diagram was drawn from those initial points by using the
Gibbs-Duhem integration procedure. Results can be summar-
ized as follows. The four considered models were able to predict
the thermodynamic stability of the R, γ, and fluid phases. The
overall shape of the coexistence lines was almost the same for the
four models. The β solid, a thermodynamically stable phase in
real methanol, was found metastable for the four potential
models. Likewise, they predict a similar location of the fluid-R
line with the melting points belonging to a very narrow tem-
perature interval, 214-223 K, and differing by about 40 K from
the experimental value (175.6 K). The overestimation of the
melting point is correlated to the overestimation of the melting
enthalpy. Besides, the models overestimate the pressure of the
R-γ line: the γ phase is stable at pressures above 11 � 104 bar
for the OPLS and above 16 � 104 bar for the H1 model. This
result is in contrast with the fact that the γ phase is just stable at
3.5 � 104 bar in real methanol. In summary, all the models
provide an equivalent and qualitatively correct picture of the
phase diagram of methanol. Taking into account that the L1
model provides the best predictions of the vaporization enthalpy,
the critical temperature, and the density of the fluid at room
conditions, we select L1 as the best model of methanol among
those considered in this work, followed closely by L2 (which can
also be applied successfully to water-methanol mixtures62).
However, it is clear that there is room for improvement. Some
progress can still probably be obtained by modifying the para-
meters while still using simple rigid nonpolarizable models, most
likely by modifying the geometry of the charge distribution.
However, more dramatic improvements may require a more
sophisticated description of the interaction between methanol
molecules: inclusion of flexibility, polarization, three-body forces,
and nuclear quantum effects may indeed be needed.
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