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We present a study of homogeneous crystal nucleation from metastable fluids via the seeding
technique for four different systems: mW water, Tosi-Fumi NaCl, Lennard-Jones, and Hard Spheres.
Combining simulations of spherical crystal seeds embedded in the metastable fluid with classical
nucleation theory, we are able to successfully describe the nucleation rate for all systems in a
wide range of metastability. The crystal-fluid interfacial free energy extrapolated to coexistence
conditions is also in good agreement with direct calculations of such parameter. Our results show
that seeding is a powerful technique to investigate crystal nucleation. C 2016 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4939641]

I. INTRODUCTION

The transition between a liquid and a crystal is a
phenomenon of great importance in areas as diverse as biology
(e.g., protein crystallization), climate change (crystallization
in clouds), industry (e.g., drugs production), geology, or optics.
The emergence of a growing crystal nucleus in the fluid phase
is the first step of the liquid-to-crystal transition.1 The rate,
size, and structure with which such nucleus appears are
fundamental parameters for the understanding and control of
crystallization.

Whereas the nucleation rate can be measured experi-
mentally,2–6 a microscopic description of the crystal nucleus
remains elusive to current experimental techniques, due to
the small size (∼nm) and short life (∼ns) of the nucleus.7

To overcome this experimental shortcoming two different
approaches are pursued. One is the use of colloidal systems
as models for atomic and molecular systems.8 Due to its
big size (∼µm), colloids can be seen and tracked in a
microscope.9 However, despite significant advances in the
synthesis of colloidal particles,10 most investigations of crystal
nucleation are restricted to spherical particles with isotropic
interactions.9,11

An alternative approach to the study of the mechanism
of crystal nucleation is the use of computer simulations12

that provide a detailed description of the system at a
molecular level.13,14 The main problem faced by simulations
is that, for moderately supercooled fluids, the emergence
of a crystal nucleus is a rare event and cannot be
directly probed in the size and time scales accessible to
brute force molecular dynamics. Therefore, special rare
event simulation methods like Umbrella Sampling (US),15–29

Forward Flux Sampling (FFS),20,21,29–33 metadynamics,34,35

or transition path Sampling14,36,37 have to be employed.
Although these methods artificially accelerate the appear-
ance of the crystal nucleus they do not, in principle,
alter the true crystallization mechanism. However, the

use of these methods is quite demanding computation-
ally, which restricts most studies to deeply metastable
fluids, where the critical cluster is small (about 100-200
particles).

An approximate simulation approach, which we refer to
as “seeding,” has been used in the last few years to study
nucleation in conditions of shallow metastability.38–44 The
technique is based in seeding the fluid with a crystal cluster.
The microscopic information of the critical cluster obtained by
means of simulations is combined with Classical Nucleation
Theory (CNT)1,45,46 to get estimates of the nucleation rate.
The seeding method is quite simple to implement and enables
the estimation of the nucleation rate in a broad range of
orders of magnitude.41–43 However, the method is approximate
because it relies on the validity of both an a priori conceived
nucleation pathway (the one going through the inserted seed)
and of classical nucleation theory. It is therefore important
to assess the extent to which this powerful but approximate
technique can be confidently used.

The first seeding simulations were not so encouraging
in this respect, as they provided a value of the crystal-fluid
interfacial free energy, γ, for the Lennard-Jones (LJ) system of
0.30 ϵ/σ2,38 that does not quite agree with values ranging from
0.35 to 0.37 ϵ/σ2 obtained in direct calculations47–50 (where
ϵ and σ are the energy and length scales of the Lennard-Jones
system, respectively). Later on, the seeding method was used
to estimate the nucleation rate of chlatrates,39 but the results
were not compared against rigorous calculations. We have
used the seeding technique to investigate homogeneous ice
nucleation and realised that an extrapolation of our results
for the mW model to high supercooling gives reasonable,
although not entirely satisfactory, results.42 We have also
recently studied NaCl,43 for which seeding seems to work
particularly well. Very recently, the seeding technique has
been even applied to crystal nucleation from solution44 but,
again, a quantitative comparison with rigorous techniques has
not been performed. In summary, the ability of the seeding
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method to quantitatively predict crystal nucleation rates still
remains unclear.

In this work we assess the validity of the seeding approach
by comparing the nucleation rate and the interfacial free
energy obtained by seeding to those calculated using more
rigorous methods. We use four different models for that
purpose: mW water, Tosi-Fumi (T-F) NaCl, Lennard Jones,
and Hard Spheres (HS). We conclude that the seeding method
is successful in all the cases within the accuracy of the
calculations.

II. MODELS AND SIMULATION DETAILS

We use four different models to test the ability of the
seeding technique to predict nucleation rates.

One is the mW water model.51 All simulations for this
model are performed at 1 bar. The melting temperature of
the mW model at 1 bar is 274.6 K.51 We use the LAMMPS
package52 to perform molecular dynamics simulations of mW
water. Further details on our simulations of this system can be
found in Ref. 42. Although we have already reported seeding
results for the mW model in Ref. 42 here we revisit and refine
our previous calculations (see Discussion below).

We also study the truncated and shifted LJ potential in
the form proposed by Broughton and Gilmer.53 The depth
of the interaction potential, ϵ , and the distance at which
the interaction potential is zero, σ, are used as energy and
distance units, respectively. All simulations are performed at
pressure −0.02ϵ/σ3, for which the melting temperature is
T = 0.617ϵ/kB.47 We use the GROMACS54 implementation
for Ar to simulate the LJ system, with σ = 3.405 Å,
ϵ = 0.997 KJ/mol, and atomic mass of 6.69 × 10−26 kg. The
time unit for the LJ system is defined as τ = ((mσ2)/(ϵ))1/2.
Pair interactions are truncated at 8.5 Å.

Moreover, we investigate the HS model. For practical
reasons, we use the continuous version of the HS potential
proposed in Ref. 55. This potential has been shown to
closely reproduce the equation of state,55 dynamics,55 phase
diagram,56 and crystal-fluid interfacial free energy48 of pure
HS. In this work, we show that the continuous model also
reproduces the nucleation rate of pure HS. We use the same
simulation details as in Refs. 48 and 56. To report quantities
pertaining to this system, we use the particle diameter, σ,
as unit of length and as unit of time σ2/(6Dl), where Dl is
the self diffusion coefficient of the fluid. Pair interactions are
truncated at 1.175 σ.

Finally, we also discuss for completeness the case of
crystallization of the T-F model57,58 of NaCl at 1 bar, which
we recently published in Ref. 43. For this model, the melting
temperature at 1 bar is 1082 K.59 Further details on the

simulations of this system are given in Ref. 43. We use
particle mesh Ewald summations60 to deal with electrostatic
interactions. The cutoff radius for dispersive interactions and
for the real part of electrostatic interactions is 14 Å.

In the molecular dynamics simulations carried out in
GROMACS (for the LJ, NaCl and (pseudo)HS systems)
pressure is kept constant using an isotropic Parrinello-Rahman
barostat61 with a relaxation time of 0.5 ps. To fix the
temperature we employ a velocity-rescale thermostat62 with
a relaxation time of 0.5 ps. The time step for the Verlet
integration of the equations of motion is 2 fs in all cases. In the
simulations for the mW model, carried out with the LAMMPS
package, temperature is kept constant with the Nose-Hoover
thermostat63 and pressure with the Nose-Hoover barostat,64

implemented as described in Ref. 65. The relaxation time for
both the thermostat and the barostat is 0.5 ps. The time step
for the integration of the equations of motion is 5 fs.

III. THE SEEDING METHOD

According to CNT, the appearance of a crystal cluster
in a metastable fluid entails a Gibbs free energy change, ∆G
given by

∆G(N) = −N |∆µ| + γA, (1)

where N is the number of particles in the crystal cluster, |∆µ|
is the chemical potential difference between the fluid and the
crystal, A is the area of the cluster’s surface, and γ is the
crystal-fluid interfacial free energy. The two competing terms
in the expression above give rise to a free energy barrier whose
top corresponds to a cluster of critical size Nc. By maximizing
Eq. (1) with respect to N , one gets the height of the free
energy barrier,

∆Gc = Nc |∆µ|/2 (2)

and assuming a spherical cluster shape, a critical cluster
size of

Nc =
32πγ3

3ρ2
s |∆µ|3

, (3)

where ρs is the density of the solid cluster.
The number density of critical clusters is given by

ρ f exp[−∆Gc/(kBT)] (where ρ f is the density of the fluid).
Such density, multiplied by a kinetic pre-factor, gives the
following CNT expression for the nucleation rate, J,

J =


|∆µ|

6πkBT Nc
f +ρ f exp[−∆Gc/(kBT)], (4)

where f + is the attachment rate of particles to the critical
cluster.

TABLE I. Values of the variables leading to the calculation of J for mW water via the seeding technique. See main text for the meaning of each variable.

Nc NT ∆Tc/K |∆µ |/(kcal/mol) ρ f /(g/cm3) γ/(mJ/m2) ( f +/1014)/(s−1) λ/Å ∆Gc/(kBT ) log10 (J m3 s)
688 22 956 34.6 0.155 1.0040 30.4 0.7 2.51 112 −9
1916 77 585 24.6 0.112 1.0037 30.7 1.9 2.38 216 −54
3202 77 585 22.1 0.101 1.0035 32.7 2.5 2.54 321 −99
7247 183 994 17.1 0.0783 1.0033 33.0 4.9 2.52 555 −201
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TABLE II. Values of the variables leading to the calculation of J for LJ via the seeding technique. See main text
for the meaning of each variable.

Nc NT Tc/(ϵ/kB) ρ f /(σ−3) |∆µ |/(kBT ) γ/(ϵ/σ2) f +/τ λ/σ ∆Gc/(kBT ) log10(Jσ3τ)
585 31 901 0.534 0.868 0.246 0.33 40 1.15 72 −32
3 794 87 665 0.572 0.851 0.127 0.342 512 0.73 242 −106
12 672 275 758 0.587 0.843 0.084 0.348 650 1.00 533 −234

By inserting Eq. (2) in Eq. (4), it becomes evident that
the four factors needed to obtain an estimate of J at a certain
T are Nc, ρ f , |∆µ|, and f +.

The evaluation of Nc is what gives the name “seeding”
to the technique. It consists in inserting a cluster of a given
shape with a given structure in the supercooled fluid. The
way this configuration is prepared is described in detail in
Ref. 43. Starting from such configuration, we monitor the
number of particles in the cluster for different temperatures. If
the temperature is higher than that makes the inserted cluster
critical, the cluster will melt, and viceversa. In such way one
can identify the temperature Tc for which the inserted cluster
is critical as that enclosed between the highest temperature at
which the cluster grows and the lowest at which it melts. We
have used this method to determine the critical size of ice41,42

and NaCl clusters.43 In Section IV, we show an example of
the determination of a critical cluster size and discuss the
way we determine the number of particles belonging to the
crystal cluster. The latter is a crucial point in the seeding
technique given that Nc directly affects the calculation of both
the nucleation rate and the interfacial free energy.

In this work, we consider spherical clusters with the
structure of the equilibrium crystal phase for all investigated
systems. In previous work, we considered the possibility that
clusters of NaCl and cubic ice (both structures with cubic
unit cells) have a cubic shape, but we concluded that they are
better represented by a sphere43,66 (of course, the surface of the
cluster is not smooth but is roughened by capillary fluctuations
intrinsic to the crystal-fluid interface67,68). In what follows,
we show that spherical clusters do indeed a good job in the
prediction of crystal nucleation rates for water, Lennard-Jones,
NaCl, and HS.

The density of the fluid ρ f is trivially calculated from an
ensemble average in an NpT simulation at the temperature at
which the cluster is found to be critical. |∆µ| can be computed
either by direct calculations of the chemical potential of the
fluid and crystal phases like in Ref. 66, or by thermodynamic
integration from the melting temperature as described in
Ref. 42.

To obtain f +, we follow the expression proposed by Auer
and Frenkel,18,69

f + =
⟨(N(t) − Nc)2⟩

2t
. (5)

Computing f + requires monitoring the number of particles
in the cluster, N , for several trajectories launched at the
temperature at which the cluster is critical. We show this type
of trajectories for NaCl and for water in Refs. 43, 41, and
42, respectively.

After having calculated Nc, ρ f , |∆µ|, and f +, a value
of J is derived from Eq. (4). This procedure is repeated for
3 or 4 different cluster sizes typically ranging from ∼103 to
∼104 molecules. In such way we have 3-4 (J,T) points at low
supercoolings where the calculations with rigorous rare event
techniques would be too demanding.

Once the nucleation rate is obtained for a few points, one
can try to fit them with a CNT expression in order to get a
J(T) curve that can be extrapolated outside the temperature
range where the seeding calculations were performed. This
entails obtaining Nc, ρ f , |∆µ|, and f + as a function of tem-
perature.

Directly fitting the obtained Nc’s as a function of
temperature is not a good choice because the critical size
sharply drops in a non-linear fashion as the temperature
decreases, so it is not possible to describe Nc(T) with
only 3 or 4 points. Instead, we use Eq. (3) to obtain
γ for each simulated cluster. By contrast to Nc(T), we
find that γ(T) is a smooth function (linear for both NaCl
and water41–43). Once γ(T) is known, we obtain Nc(T) via
Eq. (3).

In order to obtain ρ f (T) we simply perform NpT
simulations of the fluid at several temperatures and fit the
average density as a function of temperature to the simplest
possible functional form (typically a second order polynomial
function suffices). Regarding |∆µ|, it can be obtained in a
straightforward manner by integrating the enthalpy difference
between the crystal and the fluid from the melting temperature
as shown in Ref. 42.

TABLE III. Values of the variables leading to the calculation of J for HS via the seeding technique. See main text for the meaning of each variable.

Nc NT p/((kBT )/σ3) |∆µ |/(kBT ) φ γ/(kBT /σ2) f +/(6Dl/σ
2) λ/σ ∆Gc(kBT ) log10[J/(6Dl/σ

5)]
340 6 819 14.5 0.285 0.518 0.658 1 850 0.38 48 −19.5
547 23 145 14.286 0.263 0.516 0.70 2 110 0.36 70 −29
1 075 23 145 13.581 0.193 0.511 0.65 4 294 0.31 104 −44
3 814 107 763 12.861 0.122 0.505 0.62 12 397 0.28 232 −100
9 066 202 461 12.559 0.0914 0.502 0.61 39 584 0.21 414 −178
39 029 865 074 12.220 0.0567 0.499 0.609 112 120 0.20 1107 −479
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Finally, to obtain f +(T), we use the following CNT
expression for f +:

f +(T) = 24D(T)[Nc(T)]2/3

λ2 , (6)

where D is the diffusion coefficient of the liquid and λ
is the distance travelled by particles in the vicinity of the
cluster to attach to the cluster’s surface. D(T) is obtained
by fitting the diffusion coefficient of the fluid obtained in
N pT molecular dynamics simulations at several temperatures.
Nc(T) is obtained through γ(T) as explained in the previous
paragraphs. For a given temperature, λ is obtained by equating
Eq. (6) to the value of f + obtained via Eq. (5). As shown in
Tables I–III the value of λ thus calculated does not change
much with temperature and takes values of the order of the
molecular diameter. To obtain f +(T) via Eq. (6), we use λ
averaged over all studied temperatures for a given model.

With Nc, ρ f , |∆µ|, and f + as a function of temperature,
we obtain J(T) via Eq. (4). For the HS system, it is not
the temperature, but the pressure that controls the freezing
transition. Therefore, the same procedure is followed using
pressure instead of temperature as independent variable.

IV. NUMBER OF PARTICLES IN THE CLUSTER

To determine the critical cluster size, we look for the
temperature that makes a given cluster size critical. In Fig. 1,
we show the trajectories that are used to determine the
temperature at which an ice cluster of 3202 mW molecules
is critical. In view of the trajectories shown in Fig. 1, we
conclude that the inserted cluster is critical at a temperature
Tc = 252.5 ± 2.5 K.

In order to monitor the number of particles in the crystal
cluster, we need to label particles as liquid- or solid-like.
This is done by evaluating for each particle a function (order
parameter) sensitive to the degree of local order.17,70 The
threshold in the order parameter for labelling a particle either
as liquid or as solid is chosen in such way that the probability
of mislabelling particles in the bulk liquid as solid-like is the
same as that of mislabelling particles in the bulk solid as

FIG. 1. Number of particles in the cluster versus time for mW water at
several temperatures (see legend) and 1 bar starting from a configuration with
a cluster containing 3202 molecules.

liquid-like. The chosen order parameter is the one that gives
the lowest mislabelling probability.

To illustrate this procedure, we follow on with the example
of mW water. In Fig. 2(a), we show (q̄4,q̄6) points for molecules
in the bulk ice-Ih and liquid phases at T = 254 K. For the
calculation of the q̄i order parameter, we follow Ref. 70. As
it is evident from Fig. 2(a), the q̄6 order parameter is able to
discriminate between liquid and solid molecules, whereas the
q̄4 is not. In Fig. 2(b), we plot the percentage of mislabelled

FIG. 2. Procedure to distinguish liquid from solid-like molecules for mW
water. (a) q̄6 versus q̄4 for 10 000 liquid (red) and 10 000 ice-Ih (blue) bulk
molecules at 254 K. (b) Percentage of mislabelled bulk particles for each
phase as a function of q̄6, t at 254 K. (c) Dependence of the optimal q̄6, t on
the supercooling.
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bulk particles as a function of the threshold chosen for the
q̄6 order parameter, q̄6, t. The crossing point between the
mislabelling curves of the liquid and solid phases gives the
optimal value for q̄6, t at T = 254 K. The optimal threshold
smoothly changes with temperature, as shown in Fig. 2(c).
This means that, in principle, one should use a different q̄6, t
for each temperature. This is the procedure we follow for the
mW model. For this model, the cut-off for both computing q̄6, t
and identifying the biggest cluster has been 3.51 Å. For the LJ
(HS) model q̄6, t changes little with temperature (pressure) and
we have simply used the average q̄6, t in the range of studied
temperatures (pressures). The thresholds used for the LJ and
HS models are q̄6, t = 0.362 and q̄6, t = 0.372, respectively. The
cut-off for LJ (HS) for both computing q̄6, t and identifying
the biggest cluster has been 1.432σ (1.33σ). For the T-F NaCl
model, we use the order parameter described in Ref. 20 to
distinguish liquid from solid-like particles.

V. NUCLEATION RATE

In Tables I–III, we report all variables leading to the
calculation of the nucleation rate for mW water, LJ, and
HS, respectively. With ∆Tc, we refer to the supercooling

corresponding to a given cluster, where the supercooling is
defined as the difference between the melting temperature
and the temperature of interest. For HS and LJ, we report
|∆µ| in kBT per particle. We also report the total number of
particles in the simulation box, NT . The values for T-F NaCl
are reported in Ref. 43.

In Fig. 3, we show the decimal logarithm of the nucleation
rate as a function of the supercooling for mW water, T-F NaCl,
and LJ, and as a function of the volume fraction occupied
by spheres, φ = π/6ρ fσ

3, for HS. With symbols, we show
our seeding calculations (black circles) alongside calculations
from other techniques as indicated in the legend. The seeding
technique enables the estimation of the nucleation rate at lower
supercooling than any other technique. The technique that
requires the largest supercooling is obviously “brute force,”
where nucleation takes place in the course of a standard
NpT molecular dynamics simulation. Also note that with
the seeding technique one can estimate the rate in a wide
range of orders of magnitude, whereas more rigorous methods
are restricted to a narrower window because they are more
demanding from a computational point of view. However, the
seeding is an approximate method and has to be validated by
comparing it against rigorous approaches. For the case of mW,

FIG. 3. Top-left, top-right, and bottom-left: logarithm of the nucleation rate as a function of the supercooling for the mW water model, the T-F NaCl model,
and the LJ model, respectively. Bottom-right: logarithm of the nucleation rate as a function of the volume fraction of the parent fluid phase for the HS model.
Symbols and curves as indicated in the legend.
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FIG. 4. Zoom of the plots shown in Fig. 3 for the region where a comparison is established with literature data and our own brute force simulations for the LJ
system.

there is one point for which we can make this comparison:
for a supercooling of 34.5 K seeding and US24 are in good
agreement, which is quite encouraging.

To further test the ability of the seeding scheme to predict
nucleation rates, we fit our data with a CNT expression (see
Sec. III) and extrapolate our results to high supercooling,
where we have a wealth of data from rigorous simulations
to compare to. Such fits are shown by red dashed lines in
Fig. 3. In all four systems the agreement between the CNT fit
and more rigorous calculations is very good. Within 4 orders
of magnitude (which is roughly the uncertainty of the fit)
the CNT fit to the seeding data agrees with the calculations
by Russo et al.,24 Haji-Akbari and Debenedetti,33 Moore and
Molinero,71 and Li et al.32 for the mW water model; by
Valeriani et al.20 and Espinosa et al.43 for the T-F NaCl model;
by Auer and Frenkel,18 and Filion et al.21 for HS; and with
our own brute force calculations for LJ. A zoom of Fig. 3
in the region where we compare the CNT fit to other data is
shown in Fig. 4. Notice in Fig. 4 that for the mW model at
∆T = 39.5 K there are two conflicting the literature data. Both
have been obtained with the FFS technique and differ by more
than 6 orders of magnitude.32,33 We are uncertain about the
origin of this discrepancy, but the value obtained from seeding
is closer to that of Li et al.

VI. INTERFACIAL FREE ENERGY

Using Eq. (3), we can obtain the interfacial free energy
for each inserted cluster. Our seeding results are shown
as black dots in Fig. 5 for the four studied models. By
linearly fitting our data, we can extrapolate γ to coexistence
conditions, where we can compare to direct calculations of γ
for a flat interface by contrasted methods like capillary wave
fluctuations (CF),72 cleaving (CL),73 or mold integration.48

When performing such comparison one should take into
account that direct calculations provide γ for specific crystal
orientations, whereas the γ obtained from spherical clusters
is an average for all crystal orientations. Nevertheless, both
approaches should yield similar values, as is the case for
all four systems investigated. In fact, the γ extrapolated at
coexistence from the seeding data is consistent with direct
calculations by Limmer and Chandler74 for mW water; by
Espinosa et al.43 for T-F NaCl; by Davidchack and Laird,47

Espinosa et al.,48 Agioletti-Uberti et al.,49 Morris and Song,75

and Benjamin and Horbach50 for LJ; and by Davidchack and
Laird,76,77 Espinosa et al.,48 Benjamin and Horbach,78 and
Hartel et al.79 for HS. Note that for the sake of clarity we have
not included in Fig. 5 all data available in the literature. In
summary, the seeding method is able to yield good estimates
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FIG. 5. Crystal-melt interfacial free energy as a function of the supercooling/pressure. Top left, mW water model; top right, T-F NaCl model; bottom left, LJ
model; bottom right, HS model. Symbols and dashed lines as indicated in the legend.

of the crystal-fluid interfacial free energy at coexistence for all
studied systems. We summarize the values of γ at coexistence
from our seeding simulations in Table IV.

In Fig. 5, we also compare our seeding results with
the literature data for conditions of metastability (below the
melting temperature for mW water, T-F NaCl, and LJ, or above
the coexistence pressure for HS). The only direct calculations
of γ at such conditions that do not rely on CNT are those
of Limmer and Chandler for mW water.74 Their data are
in reasonable agreement with ours. The other data available
depend on CNT and can only be directly compared to ours if
the same criterion to measure the size of the crystal nucleus is
employed. This is the case only for T-F NaCl, for which we

TABLE IV. Interfacial free energy extrapolated to the equilibrium coexis-
tence conditions (planar interface) from seeding calculations.

Model γ

mW water 35.5(2.5) mJ/m2

T-F NaCl 105(5) mJ/m2

LJ 0.36(1) ϵ/σ2

HS 0.58(3) kBT /σ2

have a good agreement with the US simulations by Valeriani
et al.20 For mW water and for HS, we have a reasonable
agreement with Li et al.32 and Auer and Frenkel,18 although,
as already mentioned, in these cases any discrepancy could be
due to differences in the criterion with which the size of the
cluster is determined.

VII. DISCUSSION

The results presented in this paper for mW water are
somewhat different from those reported in Ref. 42. Here,
we report a value for the ice-water interfacial free energy
at coexistence of 35.5 ± 2.5 mN/m, whereas, in Ref. 42, we
reported 29.5 ± 2.5 mN/m. Moreover, here we show in Fig. 5
that γ decreases as the supercooling increases, by contrast
to Ref. 42 where we reported that γ changes little with
temperature for the mW model. Consequently, the curves
of J versus temperature reported here and in Ref. 42 are
not the same. The main reason for the discrepancy with
our previous work is that in Ref. 42 we used as starting
configurations for the seeding study of mW those prepared for
the TIP4P/2005 model. These models give similar densities
for the fluid phase, but not quite for the solid phase. Therefore,
in retrospect, borrowing configurations from the TIP4P/2005
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model to study mW water was not a good idea. Moreover, we
used the same order parameter as that used for TIP4P/2005
to determine the number of particles in the cluster. In the
revisited calculations, we have tuned the order parameter
specifically for the mW model as described in Section IV of
this paper. With these improvements, our results for mW are
more consistent than before: γ at coexistence coincides with
that reported by Limmer and Chandler,74 the extrapolation of
J to high supercooling is consistent with previous calculations
(see Fig. 3) and γ decreases as the supercooling increases,
as observed for other water models.42 Our mistake in the
mW calculations highlights the importance of adequately
generating the initial configuration in the seeding framework.
We describe in detail how to generate initial configurations
for seeding studies in Ref. 43.

In Fig. 3, we show that a seeding approach to crystal
nucleation is successful in describing the nucleation rate for
four different systems. It was unexpected to us that a simple
theory like CNT was able to predict so well the nucleation
rate up to very deep supercooling. In this work, our approach
relies on the assumption that the critical clusters are spherical
and have the structure of the equilibrium crystal phase, which
is the simplest a priori description one can conceive for the
nucleation mechanism. By using rare event techniques that do
not impose any a priori mechanism, a more complex scenario
may emerge for the structure of the critical nucleus.13,14,37

Although from our results it seems that the correct nucleation
rate can be obtained considering only spherical clusters with
the equilibrium solid structure, this does not exclude that there
are other independent nucleation pathways contributing to the
rate. However, if there are not many alternative pathways
and these are not faster than the path imposed in the seeding
scheme, their contribution to the global nucleation rate would
be within the error of the seeding method.

In any case, the seeding approach can also be used to
calculate the nucleation rate for clusters with shapes other than
spherical and structures different from that of the equilibrium
crystal. For instance, in Ref. 66, we compare the ice nucleation
rate via clusters with Ih and Ic structures and find that both
paths have the same rate. Therefore, one can use the seeding
approach to study the competition between freezing pathways
going through any a priori conceivable critical cluster.

It should be added that the seeding method does not
give information about the way the critical cluster is formed.
Therefore, two-step mechanisms for the formation of the
critical cluster80–88 cannot be inferred from seeding, where
a CNT-like growth pathway is implicity assumed. However,
as long as the critical cluster structure is correctly guessed,
one can use seeding to predict nucleation rates if sub-critical
nuclei are in quasi-equilibrium with the fluid (the reversible
work needed to go from the fluid to the fluid containing the
critical cluster does not depend of the specific pathway by
which such cluster is formed).

It is fair to mention again that our CNT fit captures
virtually all the literature data within an error bar of four
orders of magnitude. This may seem a large uncertainty
but there are two considerations warranted in this respect.
One is that discrepancies of 3 orders of magnitude can
be found for the calculation of the nucleation rate via

several more rigorous rare event techniques.21 And the
other is that we are estimating the nucleation rate in a
range of hundreds of orders of magnitude, which is way
larger than the afore mentioned uncertainty. Due to their
computational cost, rigorous rare event techniques typically
provide results in a range limited to tens of orders of magni-
tude.

Another aspect worth discussing is that it is in principle
safer to apply the seeding technique to large clusters for
two reasons. One is that a macroscopic theory like CNT is
expected to work better in the limit of large clusters. Another
is that the relative error in the number of particles in the
cluster, N , decreases as the cluster size increases. This is
because the determination of N relies on order parameters
trained to identify bulk particles. Therefore, if there were
a mistake in determining N it would be mainly due to a
wrong labelling of surface particles. As the fraction of surface
particles goes as N−1/3, it is more convenient to use large
clusters. Nonetheless, we have obtained reasonable nucleation
rates using the seeding method for a cluster as small as ∼300
particles in the HS system. In any case, from our experience we
recommend to use the seeding technique for large Nc (>600
particles) and extrapolate the results to high supercooling with
a CNT fit. With this procedure we have obtained nucleation
rates consistent with the literature for the four models studied
in this work.

VIII. CONCLUSIONS

These are the main conclusions we draw from our study
of crystal nucleation via the seeding technique.

(i) Using the seeding method the nucleation rate can be
computed at lower supercooling than with rigorous rare
event techniques.

(ii) A fit to the seeding data based on Classical Nucleation
Theory successfully compares to the data obtained at high
supercooling with rigorous rare event methods. Such fit
provides a reasonable estimate of the nucleation rate in a
range of hundreds of orders of magnitude.

(iii) The extrapolation of the crystal-fluid interfacial free
energy obtained from seeding to coexistence conditions
is consistent with direct calculations of such quantity for
all systems investigated.

(iv) These results suggest that, to a good approximation,
one can describe crystal nucleation for the systems here
investigated in the simplest way: the nucleation of a
spherical critical cluster with the structure of the stable
crystal.
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