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The phase diagram of the Gay—Berne model with anisotropy parameteds «' =5 has been
evaluated by means of computer simulations. For a number of temper&if¥€sjmulations were
performed for the solid phase leading to the determination of the free energy of the solid at a
reference density. Using the equation of state and free energies of the isotropic and nematic phases
available in the existing literature the fluid—solid equilibrium was calculated for the temperatures
selected. Taking these fluid—solid equilibrium results as the starting points, the fluid—solid
equilibrium curve was determined for a wide range of temperatures using Gibbs—Duhem
integration. At high temperatures the sequence of phases encountered on compression is isotropic to
nematic, and then nematic to solid. For reduced temperatures Betd\35 the sequence is from

the isotropic phase directly to the solid state. In view of this we locate the isotropic—nematic—solid
triple point atT,ys= 0.85. The present results suggest that the high-density phase designated smectic
B in previous simulations of the model is in fact a molecular solid and not a smectic liquid crystal.

It seems that no thermodynamically stable smectic phase appears for the Gay—Berne model with the
choice of parameters used in this work. We locate the vapor—isotropic liquid—solid triple point at a
temperaturerl,,s=0.445. Considering that the critical temperatured3 js-0.473, the Gay—Berne

model used in this work presents vapor—liquid separation over a rather narrow range of
temperatures. It is suggested that the strong lateral attractive interactions present in the Gay—Berne
model stabilizes the layers found in the solid phase. The large stability of the solid phase,
particularly at low temperatures, would explain the unexpectedly small liquid range observed in the
vapor—liquid region. ©2002 American Institute of Physic§DOI: 10.1063/1.1504430

I. INTRODUCTION USB(r;,0;,0) =4e(f;,0;,0))
Liquid crystals exhibit an unsually rich variety of phases ” 6
with varying degree of positional and orientational order be- % [( %0 ) _( %0 ) }
tween the isotropic fluid and the crystalline phds&éThe d(ri;,G;,0p) d(ri; .G, Gp)
determination of the range of phase stability and character- 1)

ization of their phase transitions is of major importance and
have stimulated considerable theoretical and experimentavith d(r;;,0;,0;)=r;—o(f;,0;,0;) + 0o. Here o, defines
research3 Considerable insight into general features ofthe smallest molecular diametey; is the distance between
phase behavior in liquid crystals at a molecular level haghe centers of mass of moleculeandj, andf;;j=r;; /rj; is a
been possible by the application of computer simulation irunit vector along the intermolecular vectoy=r;—r;. The
terms of molecular modefs. rangeo and strengtle of the GB interactions depend @n,
Models based on hard particles are of help in underd;, andfj;. In addition,os and e depend on two anisotropy
standing the role of excluded volume interactions as the drivparameters, namely, the ratio of molecular length to breadth
ing mechanism for phase transitions in liquid crystals, but(x), and the ratio of the potential well depths for the side-by-
obviously are not suitable for the study of thermotropicside and end-to-end configuratior’(). The anisotropy of
phase transitions. One of the most useful molecular modelhe well depthe is also controlled by two additional param-
that incorporates explicitly anisotropy in both the attractiveetersu andv. Explicit expressions fos- and e may be found
and repulsive interactions was long ago proposed by Gay arid the original paper by Gay and Berne.

Berne® The Gay—BernéGB) model has become nowadays As it reads, the GB interactions define in fact a family of
a standard model to the study of thermotropic liquid crystalspotential models each differing by the values chosen for the
In the GB model, molecules are considered as rigid unitparametersk, ', u, and v. Note that for the particular
with axial symmetry. Each molecuieis represented by the choicex=«'=1, the GB potential reduces to the Lennard-

positionr; of its center of mass, and a unit vectoralong its ~ Jones potential withc=0y and e=¢€y. In their original
symmetry axis. The pair interaction between molecukesd  work, Gay and Berne considered molecules with axial ratio
j is given by k=3, and the set of parametet$=5, u=2, v=1 in order
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to mimic the anisotropic interactions in an equivalent linear-suffering plastic deformations under weak external forces, or
site Lennard-Jones potential. This parametrization has beem sequence of restacking transitio@isvolving significant
widely used in computer simulation to study the phase beshifts in the relative position of the molecular centers of
havior, liquid crystal propertie%;*? and also in theoretical mass of adjacent layeras the temperature is lowered. These
studiest>** For this choice of parameters, the system exhibfacts show that this phase must be characterized by an un-
its phases identified as vapov), isotropic (), and nematic  usually weak coupling between layers.

(N), and the regions of stability have been determined by In principle, the strondattractive side-by-side molecu-
Gibbs ensemble simulatio/(I region’*! and thermody- lar interactions of the GB model are expected to promote the
namic integration (=N region.®*?At high density(or pres-  formation of smectic phases. This seemed to be confirmed by
sure the GB system exhibits a layered phase identified athe simulations of Luckhursdt al® and de Miguekt al,” in
smectic B(SmB).>%12 Simulations using different combina- which there were clear indications that GB systems devel-
tions of parameters have shown that the GB model exhibitoped layered structures at high dengiy a given tempera-

an additional phase identified as smecti¢3mA).2>"18All  ture) or at low temperaturéat a given densitywith a nearly
these simulation studies suggest that the occurrence of tHeexagonal distribution of the molecular centers of mass
SmB is not very sensitive to the particular parameterizationwithin the layers. Although identified as SmB, whether it was
whereas the formation of the SmA phase requires the mosmecticlike or crystalline was recognized as a subtle prob-
lecular elongationc be large enough. lem. As noted by Alleret al.,*® on cooling the SmB phase to

Despite all the effort devoted to understand the phas¥€ry low temperatures no transition to a crystal could be
behavior of GB systems, there are still unresolved questionidentified and the SmB exhibited well-defined correlations
For example, the relative thermodynamic stability of the dif-characteristic of crystalline packing. Further evidence of the
ferent smectic phases with respect to the fl{igbtropic or crystalline nature of the SmB phase was obtained after the
nematig phases has not been determined so far. Additionallysalculation of the shear elastic modulus by Brostralt’ On
no systematic study of the GB solid phase has been reportdfie basis of all this evidence, it was suggested that the re-
and, consequently, whether or not the reported Smecti@Ol’tEd SmB phase for the GB model was in fact Crystalline
phases are stable with respect to the solid remains an op@fd that it might be more appropriate to refer to this phase as
question. a solid.

A further intriguing issue concerns the nature of the re- ~ The work reported here concentrates on the solid phase
ported SmB phase for GB systems. In simple terms, thdor GB systems with the original set of parameters, as well as
smectic phase can be viewed as a set of two-dimension&" the location of the corresponding fluid—solid transition. A
liquid layers stacked on each other with a well-defined interdescription of the simulation techniques and methodology is
layer spacing. The simplest(orthogonal smectic phase is g@ven in Sgc. Il. The simulation resylts are presented and
the smectic ASmA) in which there is no in-plane positional discussed in Sec. lll, and the resul'qng temperature—density
correlations. In the SmB phase, each smectic layer is again@d Pressure—temperature phase diagrams of the GB system
two-dimensional liquid but the in-plane structure is markedly@re presented in Sec. IV.
different from that of the SmA. In the SmB phase, the cen-
ters of mass are hexagonally distributed in each layer, thedt SIMULATION METHODOLOGY
hexagons being everywhere parallel to one anoflieis In order to be consistent with previous simulations of the
phase is also named hexatic"Bhexatic smecticor simply  model, the GB intermolecular potential was truncated at a
hexatic phase; according to Goodby and Gratj)e recom- distancer =40, and shifted such that (r;;=r;)=0. All
mended nomenclature for this phase in Smibhis type of  quantities are expressed in conventional reduced units, using
order is referred to agsixfold) bond orientational order o, and ¢, as units of length and energy, respectively. The
(BOO).»*?%21| ong-range BOO is also exhibited by three orientational order was characterized by the second-rank or-
dimensional crystals, although crystalline phases also displager paramete, defined as the largest eigenvalue of the or-
three-dimensional long-range positional order, in contrast taler tensof® The eigenvector associated $owas identified
the short-range intralayer positional order of the SmB phaseas the director of the orientationally ordered phase.
Birgenau and Listéf were the first to suggest the existence  To probe the in-layer structure, we have calculated the
of the SmB phase, carrying over to liquid crystals in threetwo-dimensional in-plane positional correlation function
dimensions the concepts introduced by Halperin andy, (r,), wherer, is the the distance between a pair of par-
Nelsorf® on two-dimensional melting. Hexatic order in lig- ticles (belonging to the same layeperpendicular to the di-
uid crystals was later observed unambiguously by Pindakector of the phase. This function is expected to be liquidlike
et al?* Careful high-resolution x-ray diffraction experiments (short-range in-plane positional correlatipfisr any smectic
and the use of freely suspended fiffhshowed that most of phase and to show considerable struct(omg-range in-
the phases previously labeled as SmB did not have hexatjglane positional correlationgor the solid phase, thereby al-
order but were crystalline phases. This crystal phase has betwing to distinguish the SmB from the crystal phase.
typically referred to as crystalline smectic B or crystal B For the location of the fluid—solid transition we have
phase(the former terminology is, however, misleading as thecalculated the free energy of the fluidotropic or nematic
phase is not a true smectic liquid crystaThe crystal B and solid phases by thermodynamic integration along four
phase has been shown to exhibit unusual featimetsshared isotherms, namelfT =1.25, 0.95, 075, and 0.50. Details of
by conventional molecular crystassuch as the ability of these calculations are given in the sections below. The coex-
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istence points are subsequently obtained by imposing equal- One important issue when simulating solids is the choice
ity of pressure and chemical potential of both phases andf the initial solid structure. As it happens with most molecu-
they are used as starting points to obtain the complete meltar models, the equilibrium crystal structure of the GB model
ing curve by Gibbs—DuherGD) integration. is not knowna priori. In principle, one should propose sev-
eral solid structures and consider thedative thermody-
namic stability by evaluating their free energy differences

The computation of the free energy of the fluid phasegwhich, on the other hand, are expected to be very $mall
along an isotherm requires prior knowledge of the correHowever, this procedure does not give information on which
sponding EOS. For the lowest temperature considered in this the true equilibrium structure. Further, it may well happen
work (T=0.50), the EOS for thésotropig fluid phase was that the thermodynamically stable structure be different at
obtained by performing standard constdi T MC simula-  different temperatures.

A. Free energy of the fluid phases

tions, whereN is the number of particles/ is the volume, In the present work, we did not address the question of
andT is the temperature. We recall that at this temperaturehe relative stability among different structures and decided
the only expected fluid phase is isotropic. to start from a sensible choice for the initial solid structure.

We considered systems df=500 molecules in a cubic In particular, we considered layers with hexagonal arrange-
box. At low densities, the molecules were placed on the sitement of the molecular centers. These layers are stacked fol-
of a fcc lattice, and the system was allowed to melt into thdowing an ABC sequence configuration analogous to the fcc
fluid phase. The system was then brought to higher densitigattice and stretched along tieeaxis. The layers were placed
by slowly compressing the fluid phase in small increments oparallel to thea—b plane and the molecules were initially
density. At each density, the pressure was sampled oveyriented perpendicular to the layers. We considered six lay-
100000 cycles after an initial equilibration stage of 100 000ers, each layer consisting of<® molecules. Thus, this ar-
cycles. The Helmholtz free energy at affjuid) density rangement yields a total number bf=486 molecules. In
along the isothernif=0.50 was calculated by thermody- some cases, we also considered significantly larger systems
namic integration according to the following expression:  of N=3150 molecules arranged in six lay&fBC stacking
F(p) Fulp) fp P(p) withT2hl>< 25 mol_ecules in each Iayer. _

= e simulations were organized in MC cycles, each
NkgT  NkgT cycle consisting oN attempts to displace or rotate the mol-
where p=N/V is the number densityP is the pressure, ecules and one attempt to change the volume and the shape
F.a/(NkgT)=Inp—1 is the free energy of the ideal gas at of the simulation cell. For each temperature, the solid branch
densityp andkg is Boltzmann’s constant. of the isotherm was obtained starting from a crystal structure

According to previous investigatio$jn addition to the ~ at high pressure. Subsequently, the system was expanded by
isotropic phase, the GB fluid exhibits nematic behavior alongslowly decreasing the input pressure. In all cases, the initial
the isothermsT=0.75, 0.95, and 1.25. The free energies ofconfiguration was taken from the final configuration of the
both the isotropic and nematic phases were already conprevious(highey pressure. At each input pressure, the sys-
puted in Ref. 12 to locate the-N transition, and they have tem was typically equilibrated for 100000 cycles and ther-
been used here to locate the corresponding fluid—solid trafhodynamic averages were collected over 100 000 additional
sition. For the present calculations, we did not include thecycles.
temperature-dependent term §/2 InT) in the free energy of Typically, 10—15(solid) state points were simulated for
the ideal gas considered in Ref. 12. Obviously, this will onlyeach of the isothermsT(=1.25, 0.95, 0.75, and 0.p@on-
shift the absolute values of the free enefgy the chemical sidered in this work. Thermodynamic results for several se-
potentia) but will not affect the transition properties. lected state points on the solid phase are presented in Table I.

’ ’ 2
OppszT ()

B. Simulation of the solid phase C. Free energy of the solid phase

All simulations of the solid phase presented in this work ~ Once the EOS for the solid phase is known free energy
were performed in th&PT ensemble. In particular we used calculations for the solid phase should be performed in order
the Monte CarlodMC) scheme developed by Yashonath andto locate the melting transition. To this purpose, we used the
Rad’ in which volume fluctuations are performed by allow- Frenkel-Ladd methdd as extended to nonspherical par-
ing for arbitrary changes in the shape of the simulation boxticles by Frenkel and Muldéf! In this method, the free
This is important when simulating solids since it avoids anyenergy of the solid is related to that of an ideal classical
possible metastability resulting from the constraint of fixing Einstein crystal of the same structure. In the ideal Einstein
the shape of the simulation cell. This method can be regardectystal there is no intermolecular interactions, and each mol-
as the MC version of the molecular dynamics method deecule of the system is constrained to the original lattice con-
vised by Parrinello and Rahm&hVolume fluctuations were figuration by a harmonic potential; of the form
performed by sampling the elements of thmatrix, whereh _ 0\2 .
is the 3x 3 matrix that relates the real;] and the scaleds() Ui=ha(ri—ri)*+a;sif 3)
coordinates of the molecular centers of mass, i.e.wherer; is the current position of particle r? its lattice
ri=hs.?"?8 Note thath={a,b,c}, where the vectors, b,  equilibrium position andy; is the angle between the axis of
andc define the edges of the simulation box. moleculei and the axis of the same molecule in the equilib-
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TABLE I. Thermodynamic properties of the GB model in the solid phase asTABLE Il. Free energy value§ /(NkgT) for GB systems in the solid
obtained fromNPT MC simulations at different temperatur@sand pres-  phase at the reference densityand temperatur@.

suresP. p is the number density) is the configurational energy per particle,
H is the enthalpy per particle, arflis the orientational order parameter. State T p Frei/ (NKgT)
Results are for systems bf=486 molecules, except for those marked with

a’ which correspond to systems bif=3150 molecules. 1 125 0.38349 4.889
2 0.95 0.354 05 2.469
T P o U H S 3 0.95 0.384 10 3.798
4 0.75 0.359 44 1.283
1.25 130  0.403%) —-3.612)  31.735)  0.9642) 5 0.50 0.384 86 -1.170
125 110  0.393%) —3.843  27.246)  0.9572)
1.25 9.0 0.3816% —4.023)  22.694)  0.9492)
1.25 8.0 0.374¢) —4.074)  20.447)  0.9423)
095 120  0.4083) -4192)  27.583)  0.9761) ; ; )
008 120  04088) 418D 27542 0.9761) In the same way, if the free energy at a certain tempera
095 90  0393#)  -4542)  20.714)  0.9691) tureT, is known, the free energy at any other temperaiiyre
0.95' 9.0 0.39362) —4.551) 20.702) 0.9701) within the isochore can be obtained from the relation
0.95 7.0 0.380%) -4.712)  16.0714)  0.9632) T
005 70 038062  -4711) 16062  0.9631) (0T, = F (ot [ U(p,T) dT ©
095 50  03626) 4744 11436  0.9513) NkgT P 27 NkgT 7'V )7 NkgT?
095 5.0 0.36282) —4741)  11.421)  0.9511)
0.75 7.0 0.389@) —-5.0891)  14.783)  0.9761) whereU is the internal potential energy.
0.75 5.0 0.374@) —-5192)  10.083)  0.9691) All free energy calculations for the solid phase were per-
8-;2 g-g ggg;g :i-gég gggj; g-gggg; formed for systems olN=486 molecules, and with runs of
0.50 40 0:379@) 7 48) 6:031) 0:9811) about 100 OOQ cycles for equilibration and 100 000 cycles for
0.50 2.0 0.357@®) ~5.701) 1.152) 0.9741) thermodynamic averages. The maximum value used for the
0.50 0.5 0.322010)  —5.262) —2.463)  0.9532) harmonic(positiona) spring \; of the Einstein crystal was

0.50 0.3 0.312(®) -51020 —2.893)  0.9592) 10 000(in units ofkgT/03) and 10 00Qin kT units) for the
orientational spring\,. In Table Il the free energies of the
solid phase for the considered states are shown.

A good consistency test is to check how the free energy
rium lattice. In Eq(3), A, and\, are coupling constants. We difference between two selected states obtained according to
refer the reader to the paper of Frenkel and Mul%and to the above prescriptions compares with that obtained from
the work of Vegaet al 32 for further details. The final expres- thermodynamic integration. We considered four different

sion for the Helmholtz free energy of the GB solid at a givenpairs of states and found fully consistent results. We estimate
density may be expressed as the uncertainty of our free energy calculation for a certain

state to be about 0.0@n NKgT units).

F=Fe+AF,+AF,+AF,, 4
. . . . D. Gibbs—Duhem integration

whereF¢ is the free energy of the ideal Einstein crystak
is the difference between the free energy of the ideal Einstein An accurate location of the fluid—solid transition by ther-
crystal and that of the Einstein crystal with GB intermolecu-modynamic integration at a given temperature would involve
lar interactions AF, is the difference between the free en- @ significant investment of computing time. In order to trace
ergy of the GB solid and that of the Einstein crystal with GB out the fluid—solid phase boundaries in thermodynamic space
interactions, and\F; is the difference in free energy be- We made use of the Gibbs—Duhéf@D) integration method
tween a system of unconstrained center of mass and one 8gveloped by Kofké!~* In its simplest version, the GD
fixed center of mass. We refer the reader to the Refs. 29—3@ethod involves integration of the Claussius—Clapeyron
for further details. The Frenkel-Ladd method has becomé&quation,

the standard way of getting the free energy of solids, al- dP Ah
though certainly there are other alternativés. —) ==, (7)
dT Es TAv

For each temperature, we have evaluated the free energy
of the solid phase at a certdisolid) density. AtT=0.95, two  whereAh= he—hg and Av=vg—vg are the differences in
different densities within the solid branch were consideredenthalpy and volume per particle of the fluie) and solid
The free energy calculations were performed at fixed densitys) phases, respectively. Equatiém) is a first-order differ-
using the equilibrium simulation box shape obtained fromential equation representing the change in coexistence pres-
the NPT simulations. sure in terms of temperature along the melting curve. In

Once the free energy at a certain dengiyis known, practice, it is more convenient to cast E@) in a slightly
the free energy at any other density within the isotherm  different form,
follows from thermodynamic integration using the expres-

. dinP TAh
sion: —
( a8 )FS pr, —P(P.T), ®
F p2 P(p,T) . . L
T (ppT)= —(pl,T)_i_j =P dp. (5)  wheregis the inverse temperature. Integration in E).can
NkgT NkgT 1 PKgT be performed provided the coexistence properties are known
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at a given startinginitial condition) temperaturél,. For the  TABLE Ill. Details of the different series of GD integrations performed in
present purposes, we use as starting points for implementin‘SQe present WorK to_study the fluid—solid coexistence of Fhe GB model. The
the GD scheme the coexistence points on the melting cury cond column indicates the temperature on the coexistence line used to
- p . 9 Sart the GD integration in the corresponding temperature réhge col-
previously located by free energy calculations. umn). The last column indicates the nature of the fluid ph@dsetropic or
In practice, two systems, representing the coexistingematig in coexistence with the solid phase in each series.
fluid and solid phases are simultaneously simulated at con

stantP and T, with P being the corresponding fluid—solid

Temperature  Integration Observed=—S

. . Series  Starting’ range direction coexistence
coexistence pressure at the input temperaflireand the
value of ®@ is evaluated. Following a predictor—corrector 1 1.25 1.257=095  Cooling N-S
scheme, a coexistence pressBgT') is predicted at a new 2 0.95 095T7=075  Cooling  N-Sandl-S
T ding to the Euler—Cauchy algorithim 3 0.75 0.75<T<0.95 Heating I-SandN-S
temperaturel” according y alg 4 0.75 075T=050  Cooling I-S
5 0.50 T<0.50 Cooling I-S

Po(T")=P(T)exd ®(P,T)AB], 9

whereA 8= B’ — B. Next, both systems are simulated at con-
stant pressure and temperatire the run is divided inta,
blocks (each block consisting of 5000 MC cyc)eand the
pressure is corrected every block. Each block is run at co

stant pressure Po(T) (n=12...np), with Py(T") 00 energy per particld, enthalphy per particle, nem-
_.PP(T )- The valug of the corrected pressure over SUCCES5iic order parametelS, and the right-hand side of the
sive blocks is obtained from the general Adams_MoultonCIaussius—Clapeyron equatioh

corrector of second ord&r(trapezoidal rulgand is given by From this starting point, a GD integration series was

" 1 / initiated either increasing or decreasing the temperature in
Poca(T1)=PT)expl (T + D(T)JAA), (19 small incrementA T (typically, AT=0.001—0.020 with the
where® ,(T’) is the average o over blockn. The coex- smallest value for the lowest temperatyraad the pressure
istence pressure at temperatdreis finally obtained as the was predicted according to Eq9). The fluid and solid
mean value of the block averages, phases were allowed to accommodate to the (m@edicted
pressure value for 50000 MC cycles and afterwards, the
pressure was corrected over 150 000 additional MC cycles.
This corrector stage was divided im,=30 blocks (each
) ) _ block consisting of 5000 MC cyclgsand the coexistence
A production run at this pressure provides the valuéof pressure was evaluated according to Exf). Coexistence
atT’ and the whole process is repeated for the next temperggata were finally obtained as averages over 150000 addi-

ture. . tional MC cycles. A summary of the main details of the GD
We note that, although a general predictor—corrector alintegrations is given in Table IlI.

gorithm is a multistep method.e., the solution at a given
point depends on the solution at several previous ppitite
scheme implemented heférst order for the predictor step
and second order for the corrector stép in fact, a single- The highest temperature investigated in this work was
step method: the solution of the differential equatipnes- T=1.25. As reported in Ref. 12, on compressing the isotro-
surg at a given temperature depenaisly on the solution at pic phase at this temperature, the GB fluid undergoes a tran-
the previous temperature. Thus, the integration step size neaition to a nematic phase. Based on free energy calculations,
not be fixed along the simulation series. the =N transition has been shown to take placePgf

The GD scheme was applied to determine the fluid—solid=5.201? The corresponding solid branch of the isotherm
coexistence curve for temperatures 1.25. MC simulations was obtained expanding a solid configuration at high pres-
in the NPT ensemble were performed in each phase simultasure (P=13.0). The solid phase was found to be mechani-
neously considering 500 molecules in the fluid phase andally stable up toP=5.5. Below this pressure, the solid
486 molecules in the solid phase. The simulations were omelted into the nematic phase. Results for some solid state
ganized in cycles, each cycle consisting of trial displacepoints atT=1.25 have been included in Table I. The free
ments or rotations of all the molecules and one attempt t@nergy of the solid phase was computed according to the
change the volume of each phase. procedure described in the previous section. By solving the

For the solid phase, we used the Yashonath and Rao M€quilibrium conditions, thé&l—S transition was found to take
scheme previously discussed. For the fluid phase, the preplace atPys=7.68. The behavior of the GB fluid along the
sure was kept fixed by performing trial isotropic volume isothermT=1.25 is shown in Fig. 1.
fluctuations and therefore the box shdpetially cubic) re- At the next temperature considered hefe=0.95) the
mained unaltered during the simulation. At the initial startingl —N nematic transition was located Bfy=3.31 from free
temperatureT,, the initial configuration of the fluid and energy calculations. As reported by de Miglfethe nematic
solid phases were taken from final configurations of statgphase is mechanically stable upon compression ugP to
points sufficiently close to the transition pressure. Both sub=4.90. Beyond this pressure, the nematic phase transforms
systems were then equilibrated at the transition pressure fdvery slowly) into a higher density phase with a high degree

150000 MC cycles and averages were taken over 150 000
additional MC cycles. Among others, we followed the be-
Mavior of guantities such as the number dengityonfigu-

1
P(T)= n_bnzl Pi(T"). (11)

lll. RESULTS AND DISCUSSION
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FIG. 1. Equation of state, showing isotrofimpen circley nematic(open FIG. 2. Equation of state of the GB model at temperatdres.95 (upper
squarey and solid(open trianglesphases, for the GB model at temperature curve and T =0.75 (lower curvé showing isotropidopen circle nematic

T=1.25.The i_sotropic and nematic data are taken _from Ref. 12 a_nd _the soliqopen squargsand solid(open trianglesphases. The isotropic and nematic

data are obtained from constant pressure MC. Filled symbols indicate thgata are taken from Ref. 12 and the solid data are obtained from constant

location of the isotropic-to-nematic and nematic-to-solid transition densitiespressure MC. Filled triangles correspond to simulation data for the SmB
phase reported in Ref. 12. At=0.95, thel —N transition is followed by a
N-S transition at higher pressure. At=0.75, thel —N transition is pre-

. . . empted by thel —S transition. Filled circles indicate the location of the
of translational order. Although with some caveats, thisditferent transitions.

phase was considered to be a SmB. We shall come to this
point later.

The Simu|ation of the So“d phase BE 0.95 was Started ShOWn in the ﬁgure are the I’esu|tS fOI’ the SmB phase in the
at P=13.0. The solid was subsequently expanded upto Compression runs reported by de Miglréthe resulting den-
=2.5. At this pressure, the solid meltetectly into an iso- sities falling on top of the solid branch of the isotherm. This
tropic fluid: no nematic behavior was found upon expandingdives further evidence to the fact that the reported SmB
the solid phase. Nonetheless, after calculating the free energyase seems to correspond to a crystal structure.
of the solid phase, and using the free energy of the nematic  Simulation results foiT=0.50 are presented in Fig. 3.
and isotropic phaseS, it was found that the So|id_nematia—he (iSOtrOpiC) fluid branch of the isotherm was obtained by
transition takes plackeforethe solid melts into the isotropic compressing a low-density fluid in small increments of den-
fluid. According to our calculations, it follows tha®yg  Sity up to @ maximum valup=0.260. The solid phase was
=3.64. Thus, the nematic phase is thermodynamically stablgbtained by expanding a solid configuration startingPat
at this temperature, although over a narrow range of pres= 2.0 up toP=1.0. Below this pressure, the solid melted
sures(or densities Figure 2 shows the behavior of the GB into an isotropic fluid. No nematic phase was observed. The
fluid at T=0.95. The simulation results for the SmB phasefree energies of the isotropic and solid phases were com-
reported by de Miguéf have been included in Fig. 2 for puted from thermodynamic integration and the transition was
comparison. As can be seen in the figure, the differencefpund to occur atPs=0.24 after solving the equilibrium
between the solid and the SmB densities at a given pressuf@nditions.
are small, and we believe that these SmB states correspond,
in fact, to quasicrystallinéor imperfect soligl structures re-
sulting from compressing th@ematig fluid. 20

At temperaturelT =0.75 thel —N transition was located L
at P, =2.06 from free energy calculatiolfsand the nematic
phase was found to be mechanically stable up+o2.20. At L5
this pressure, the nematic phase is driven upon compressio |
to a layered phase identified as SmB in Ref. 12. The solid
phase afT=0.75 was simulated starting frof@=7.0 The
resulting equilibrated configuration was slowly expanded in
small pressure steps up = 1.25. Below this pressure, the
solid phase melted into the isotropic phase. As observed for
T=0.95, no intermediate nematic phase was formed on ex- L
panding the solid phase. Interesting enough,Ithl transi-

10

05

0.0

. . . . . il AN BT T | 1 .
tion is pre-empted at this temperature by freezing, which 0.15 0.20 0.25 0.30 0.35
occurs, according to the free energy calculations of the P

present work, aP,s=1.85. Hence, folf =0.75, the nematic

phase is not thermodynamically stable. The simulation regsotropic (open circles and solid(open trianglelsphases. Filled circles in-
sults for the GB fluid aff=0.75 are shown in Fig. 2. Also dicate the location of thé—S transition densities.

FIG. 3. Equation of state of the GB model at temperafire0.50 showing
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TABLE IV. Thermodynamic properties at the fluid—solid transition for the T — T T T T T
GB model as obtained from free energy calculati6hsat various tempera-
tures.T for comparison, results obtained from Gibbs—Duhem integration at 15
the end of the cooling®) and heating serie§) are also includedpr andpg
are the fluid(isotropic or nematicand solid number densities, respectively,
and Pgg is the transition pressure.

—_
=]
T —1—TT
PO ISR T T S T TR TR T S N

T Transition PE Ps Prs —
g

1.28 N-S 0.35629) 0.37156) 7.68 T
0.95 N-S 0.320512) 0.345a8) 3.64 s
0.95 N-S 0.322313) 0.34679) 3.7391) sk
0.95 N-S 0.320315) 0.34548) 3.6691) _J
0.75 I-S 0.288a8) 0.32948) 1.85 i 1
0.75 I-S 0.28738) 0.32889) 1.8381) I
0.50 I-s 0.237613) 0.308713) 0.24 0
0.50 I-S 0.234516) 0.307612) 0.2211) 0

FIG. 4. Two-dimensional in-plane positional correlation functiprfr, ) as
obtained from constant pressure MC simulation for systems of 3150 GB

A summary of the thermodynamic properties at theparticles atT=0.95 and different pressure valu® Each curve corre-
fluid—solid transition is given in Table IV sponds, from top to bottom, #8=20, 12, 8, and 5. The zero df (r,) has
. . . . . . been shifted on the vertical scale for clarity.
The simulations in the high density region reported
above provided no indication of a transition to a SmB liquid

as the SO”d phase was expanded. I_:or sys_tems (_)f soft paral@tlep size used for the numerical integration of 8). These
spherocylinders, however, simulations give evidence of g5 are expected to become larger as the integration pro-

cLystaI—to-Srr]nB tran.s.gi%ggthat |rr]1volves a significant \I’glumeceeds, and may be particularly significant if the temperature
change at the transitiofi.™ For the GB system we could not 46 \;nder investigation is wide. Thus, in order to minimize

detect any density or enthalpy discontinuity on the equation,ose propagation-of-error effects, we decided to use differ-
of state. Although this transition is expected to be first orderent starting pointgparticularly, those points obtained from

on the basis of symmetry argumenis, 't. (?OUId be very the free energy calculations reported aboteecover differ-
weak for GB systems and therefore difficult to observe.em temperature rangésee Table II).

Stronger evidence of the abserice presenceof an inter- The first series was started Bt=1.25 and the tempera-

mediate_SmB !oha_se may l_)e obtained *?y meaguring the irfEJre was decreased upTe=0.95 using a temperature step of
layer pair distribution functiorg, (r,). This function mea-

, respectively. As expected, the fluid phase in coexistence
with the solid phase was found to exhibit nematic behavior
in this range of temperatures. The-S transition properties

for the lowest temperature in this range= 0.95) have been
nncluded in Table 1IV. According to the results included in

long range structure ig, (r,)] and a true crystal phase. In

order to get the behavior af, (r,) at longer distances, this

function was evaluated for substantially larger systems wit
N=3150 (six layers, each layer consisting of 525 mol-
ecules$. g, (r,) was obtained along the solid branch of the
isothermT=0.95, expanding the system froR=25.0 in —
small pressure steps up to a pressure at which the systenr 1.2'_
melted into the nematic phase. Again, no indications were
found of any additional transition implying two-dimensional L1
melting of crystal layers. As the crystal phase was expanded, 1.0'_
g, (r,) exhibited considerable structure, with well-resolved - I
peaks, the only observable effect being a slight broadening of %[
the peaks and a decrease in the intensity of the first few q|
peaks. Figure 4 illustrates, (r ;) for selected state points. At

all pressures, the behavior gf (r ) indicated clear crystal- 07 &

line order. The results presented here seem to confirm that ¢l

the high-density SmB phase reported in previous studies for - M

the GB fluid is in fact a molecular solid and is not a smectic ~ &5 & o
||qu|d Crystal phase' 0.24 0.26 0.28 0.38 0.32 034 0.36

In order to calculate the complete melting curve for tem-
peraturesT <1.25 we used GD integration. In principle, the FIG. 5. Fluid—solid coexistence densities as a function of temperatfoe
implementation of the method requires knowledge of ondhe GB model. Circles represent fluid densities and squares represent solid

Single point on the coexistence curve as the initial startiniens.'t'es' Filled symbols correspond to datg obtained from‘ free energy cal-
ulations and open symbols are data obtained from GD integration. Also

point. Obviously, the coexistence propert_ie_s V‘_’i” be S_Ubjectncluded (open trianglesare thel—N transition densities reported by de
to errors dugamong other factojsto the finite integration  Miguel (Ref. 12.
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FIG. 7. Detail of the fluid—solid coexistence curve for the GB model in the
neighborhood of thé—N-S triple point. Down-triangles correspond to GD
results on lowering the temperature froh+0.95 and up-triangles corre-
spond to GD results on increasing the temperature fiom0.75. Open
triangles represent fluid densities and filled triangles represent solid densi-
ties. Also includedopen circleg are the fluid—solid densities obtained from
free energy calculations.

FIG. 6. Fluid—solid coexistence pressi®eas a function of temperature
for the GB model as obtained from free energy calculafiifed circles
and GD integrationopen circleg Also included(open triangles are the
I —N transition pressures reported by de Mig(Réf. 12. Thel —N—S triple
point is located aff | s=0.85 andP,ys=2.70.

this table, the transition properties obtained by GD integra-
tion compare reasonably well with those obtained by fregath through thé —N—S triple point is reversible. A similar
energy calculations. conclusion was reported for the-N transition ocurring

A second series of GD integration was designed to tracelong the vapor—liquid line for other parametrizations of the
out the fluid—solid coexistence curve for temperatures 0.7%B model** From the present results, tHe-N—S triple
<T=<0.95. We recall that, according to the free energy caljpoint is located afl|s=0.85 andP,ys=2.70, the coexist-
culations reported above, the fluid phase in coexistence witence densities being,=0.300, p,=0.305, andps=0.337,
the solid is nematic al =0.95 and isotropic alf=0.75.  for the isotropic, nematic, and solid phases, respectively.
Therefore, a nematic-to-isotropic transition is expected to A new series of GD integration was startedTat 0.75
take place in the fluid subsystem at some intermediate tenfrom the corresponding coexistence data obtained previously
perature. Starting fronT=0.95, the temperature was re- by free energy calculations, and the integration was extended
duced in steps of 0.01 up ©=0.75. The resulting coexist- up to T=0.50. The integration proceeded in temperature
ence densities and pressures are shown in Figs. 5 and 6. Thieps of 0.01, although the step size was reduced to 0.005 for
corresponding values at the lowest temperatufe-Q.75)  temperaturesT <0.60. The fluid—solid transition properties
have been included in Table IV and compared with thoseobtained along this sequence are shown in Figs. 5 and 6 and
obtained from free energy calculations. Both procedureshe resulting pressure and densities at the lowest temperature
yield fully consistent results. Following the behavior of the (T=0.50) are presented in Table IV. The transition pressure
nematic order parameter, the nematic-to-isotropic transitiombtained by GD integrationR;s=0.221) is slightly lower
was observed to take place &t=0.85. Also, as expected, than the value obtained from thermodynamic integration
this transition is accompanied by a small density jump, agP,s=0.24).
can be observed in Fig. 5. The last GD integration series was initiatedTat 0.50

We should note that the use of the GD scheme requireand continued to lower temperatures. According to previous
the integration path beversible This may cast doubt on the investigations, the GB fluid shows vapor—liquid separation
reliability of the GD integration through the—1 transition in this region. In principle, integration of E¢8) may give
occurring atT~0.85. We have attempted to check this issuerise to numerical unstabilities in this temperature range. This
by integrating up in temperature along the coexistence curvis because the transition pressure approaches zero as the tem-
starting fromT=0.75 in temperature steps of 0.01 upTo perature is lowered, and the right-hand side of &).may
=0.95. Values of the coexistence densities at the fluid—soligirow quite large. The integration in this temperature range
transition resulting from integration up and down in this was then performed using EY) with an integration step of
range of temperatures are shown in Fig. 7. In the heatin@.0025. For temperaturds<0.450, the integration step was
series, thd —N transition takes place dt~0.85 and no sig- reduced to 0.001. Results are presented in Fig. 8. Results for
nificant hysteresis effects are observed at the transition. Athe vapor—liquid equilibria as obtained from Gibbs ensemble
the final temperature along this heating sequende ( simulationd® are also shown in the figure. From these
=0.95), the GD integration yields a transition pressuredata, the (vapor-liquid critical point is located atT,
Pns=3.669(1) which is in fairly good agreement with the =0.473(10), P.=0.01349), the critical density beingp,
valuePys= 3.64 obtained by thermodynamic integration and=0.100(14). According to Fig. 8, the GB model presents
used as a starting point for the cooling sequence. From theapor-liquid separation over an unexpectedly narrow range
results given in Fig. 7, we conclude that the GD integrationof temperatures. Combining all the simulation data, the
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FIG. 8. Flu'd_.SO“d coeX|ste_nce derysmes for the_ GB model at low tempera—FIG. 10. Global pressure-temperature phase diagram of the GB model with
tures as obtained from GD integration on lowering the temperature from

) - . . anisotro arameters=3 andx’ =5 as obtained from computer simula-
=0.50 (open squargsThe filled squares represent solid densities obtained.. Py p s K - . P .
. . h b tion showing the domain of thermodynamic stability of the vapéy, (iso-
with zero-pressur®PT simulations. Open circles correspond to the vapor—

liquid densities taken from Ref. 11 and the filled circle is the corresponding}irr?gslcal(rlé’ tﬂ:ngztslf(f:;‘)£oaltﬂ2 éogdéiapgas::.clsg SfI:lr?—:‘_tiz‘lIﬁuicgf:?litgnci)eex-
critical point. TheV—1-S triple point is located aT\,s=0.445. - P

istence densities obtained by free energy calculations| Fiecoexistence

line is the best fit to the data reported in Ref. 12. Filled circles correspond to
the triple points and the filled square is ttigotropig liquid—vapor critical
vapor—liquid—solid triple point is located &f,s=0.445, point.

and Py,5s=0.0072, the coexistence densities beipg

=0.026, p,=0.189, andps=0.307. As shown in Fig. 8,

vapor—liquid equilibria is metastable for temperatures belowFor temperature¥$ <1.25, thel —N transition is weakly first
Tvis. Considering that the reduced vapor pressure of th@rder and characterized by a relative volume chang@éo,
solid along the sublimation line must be quite low, the solidwhich is rather insensitive to changes in temperature. The
density along the vapor—solid coexistence line was estimatedematic phase is thermodynamically stable for temperature
from NPT simulations of the solid phase at zero pressureaboveT,ys=0.85. Although nematic behavior has been re-

Results from these simulations are included in Fig. 8. ported at lower temperaturésfor T<T,ys the =N transi-
tion is pre-empted by the isotropic-to-solid transition. At
IV. PHASE DIAGRAM high density, the nematic freezes into a solid phase through a

_ ) _ first-order transition characterized by a relative volume
~ The resulting global phase diagram, derived from com-pange that increases as the temperature is lowerdélo at
bining present and previous results, is given in Fig. 911 75 and~10% atT,\<). The orientational order param-
(temperature-densityand Fig. 10 (pressure-temperatyre  gter of the solid phase at freezing is nearly constant and takes
a valueS~0.935.
For temperature¥$<T,ys, the solid phase melts directly

r ' I ' I ] into the isotropic fluid phase, the transition becoming in-
12k N . creasingly stronger as the temperature is lowered. Below a

r ] critical point (T.=0.473)(isotropig liquid—vapor separation

[ 1 occurs. The vapor—isotropic—solid triple point is located at
Lo I 7] Ty1s=0.445. The fluid—solid transition is characterized by a

! 1 significantly large relative density change at the transition,

“0 oL S ] which is of about 47% at\,5. This is to be compared with

1 1 the corresponding values 6£12% for the Lennard-Jones

[ ] systemi® and ~7% for a two-center Lennard-Jones systtm
0.6~ . at the triple point. The large stability of the GB solid at low

i ] temperatures seems to be closely related to the strong attrac-

Ve “ ] tive side-by-side molecular interactions. The orientational or-
0‘3_0_0' S T R— Y v — VT der of the solid phase at melting is observed to increase

P smoothly asT is lowered, withS=0.947 atT,s.

FIG. 9. Global temperature-density phase diagam of the GB model with__ The,' -N .transm_on line in theP—T phase diagrantsee
anisotropy parameters=3 and«’ =5 as obtained from computer simula- 19- 10 is quite straight over the range of temperatures con-
tion showing the domain of thermodynamic stability of the vapay,(iso- ~ Sidered here, with a slopedP/dT),y=6.34*+0.10 (in re-
tropic (1), nematic(N), and solid(S) phases. The fluid-solid coexistence lines duced unity whereas the corresponding fluid—solid line

are the best fit to the GD data. Open circles are the fluid-solid coexistencghowS a Slight curvature towards the pressure axis with a
densities obtained by free energy calculations. Th8&l coexistence lines

are the best fit to the data reported in Ref. 12. Filled symbols correspond t§/oPe @ P/_dT)FS: 9.17% 0-]_-7_atT|NS- _
the coexistence densities at the triple points. No evidence of smecticlike ordering has been found at
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