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I. METHODS
A. Simulation details

We use the LAMMPS [1] and the GROMACS [2]
Molecular Dynamics packages to simulate the mW [3]
and TIP4P /Ice [4] models respectively. In GROMACS
pressure is kept constant using an isotropic Parrinello-
Rahman barostat[5] with a relaxation time of 0.5 ps. To
fix the temperature we employ a velocity-rescale ther-
mostat [6] with a relaxation time of 0.5 ps. The time
step for the Verlet integration of the equations of motion
is 3 fs. For the TIP4P /Ice model we use Particle Mesh
Ewald Summations [7] to deal with electrostatic interac-
tions. The cut-off radious for dispersive interactions and
for the real part of electrostatic interactions is 9 A. In
LAMMPS temperature is kept constant with the Nose-
Hoover thermostat [8] and pressure with the Nose-Hoover
barostat [9], implemented as described in Ref. [10]. The
relaxation time for both the thermostat and the baro-
stat is 0.5 ps. The time step for the integration of the
equations of motion is 5 fs.

B. Number of particles in the cluster

In order to compute the number of particles in the ice
cluster we first identify particles with a solid-like environ-
ment and then find the largest cluster of such particles.
To label particles as solid or liquid-like we use the local
bond order parameters g; proposed in Ref. [11] (i is the
order of the spherical harmonics in ¢;). §; is calculated
with the coordinates of the tagged particle and those of
its neighbors within a certain cut-off distance. A tagged
particle is labelled as solid-like if its @; is larger than a
certain threshold, g;+, and liquid-like otherwise. In order
to chose g; ;+ for a given thermodynamic state we compute
the fraction of particles wrongly labelled in the bulk ice
and liquid phase as a function of g;; and pick the value
for which the fraction of mislabelled particles is the same
in both phases. If such fraction is 0 for a certain range,
we pick the middle value of the range. To distinguish lig-
uid from ice Th (ice 0) we use i = 6 (i = 4) and a cut-off

distance of 3.5 A (5 A). The same cut-off distance has
been considered to identify solid neighbors belonging to
the same cluster. This procedure is explained in more
detail in Refs. [12-15] for ice I. The value of the chosen
da.+ as a function of temperature to distinguish ice 0 from
water for the mW model is shown in Fig. 1.
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FIG. 1. @s,¢ threshold as a function of temperature to distin-
guish ice 0 from water at 1 bar for the mW model.

II. ERROR ANALYSIS OF THE MAIN TEXT
RESULTS

The main error source in our calculations of the nucle-
ation rate is the uncertainty in the temperature at which
the inserted clusters are found to be critical. We have
run simulations for a 2.5 K temperature grid to enclose
such temperature within a range of + 1.25 K. In Fig. 2
we show in blue our seeding data (AT > 0) for the inter-
facial free energy (triangles 1 bar and circles 2000 bar)
and in magenta and green the corresponding values of ~y
if the clusters had found to be critical for a temperature
1.25 K higher and lower respectively. At AT = 0 we
plot in blue the value of v obtained with the MI method
[16, 17] and in green and magenta the upper and lower
boundaries of the error bar for such calculation respec-



tively. To estimate an upper (lower) boundary for our
linear fit to v we take the green (magenta) points. The
green fits, corresponding to high ~ values, give rise to
the lower boundary for J, indicated with a dashed line
in Fig. 1(b) of the main text. On the other hand, the
magenta y(T") fits give rise to the upper error boundary
for J. The error bar for J(AT) is large for small AT
because the slope of J(AT) is large for small supercool-
ing. Dashed lines in Fig. 2 are linear fits that combine
high values of v at low AT with low values of ~ at high
AT or viceversa. The resulting fits are enclosed within
the range defined by the fits to the green, i. e. high,
and magenta, i. e. low, values of . Therefore, the most
pessimistic estimate of the error bar for -y is given by the
green and the magenta lines. Errors in v have a strong
effect in J since v comes as a third power in AG./kpT
which, in turn, comes exponentially in J. Such functional
dependency, along with the higher accuracy with which
|Ap(T)|, ps(T), ps(T) and f(T) are determined, causes
that the impact of v in the uncertainty of J is orders of
magnitude higher that of the other variables affecting J.
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FIG. 2. Interfacial free energy as a function of AT for
TIP4P /Ice at 1 bar (triangles) and 2000 bar (circles). Re-
sults for AT > 0 (AT = 0) have been obtained with seeding
(MI). Blue symbols are the « values corresponding to the AT
at which the inserted clusters were found to be critical. Ma-
genta (green) symbols are the « values that would have been
obtained if the clusters had been found to be critical at a AT
1.25 K lower (higher). Solid lines are linear fits to the symbols
with the same color as the line. Dashed lines are linear fits
that combine high values of v at low AT with low values of
~ at high AT or viceversa.

The statistical error described above should be com-
plemented with a systematic error coming from the fact
that the true number of particles in the cluster could be
different from that detected by the employed order pa-
rameter. Our order parameter works well for particles
in the middle of the cluster and particles in the bulk
liquid. However, interfacial particles can be ascribed to
one phase or the other depending on subtle changes in
the order parameter threshold. Since the number of par-
ticles in the surface goes as N2/3, we use N?/3 as an

estimate for the error in the number of particles in the
critical cluster. Taking this error source into account
the uncertainty boundaries for (7T) broaden as shown in
Fig. 3(a) with the dotted curves, that consider both sys-
tematic and statistical errors. The relative error in the
number of particles in the cluster, N~1/3, goes to zero
as the number of particles in the cluster goes to infinity.
Therefore, the systematic error will affect small clusters
to a greater extent than large ones. This explains why
the distance between dotted and the dashed lines is neg-
ligible at AT = 0 and increases with AT. Using the (7))
dependence given by the dotted lines in Fig. 3(a) we ob-
tain the combined systematic-statistical error boundaries
for J, indicated by the dotted lines in Fig. 3(b). Not even
taking the systematic error into account we are able to
conceal our estimate of J with the calculation reported in
Ref. [18]. The fact that for a given supercooling the nu-
cleation rate decreases with pressure is captured for any
AT outside the systematic+statistical error bars. How-
ever, in the main text we deliberately do not include the
systematic contribution to the error bar because our aim
is to compare the nucleation rate for different pressures.
A systematic error would affect both studied pressures in
the same direction and including it would be deceptive
when analysing the trend of J with pressure.
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FIG. 3. Same as Figs. 1 (d) and (b) in main text but with
added dotted lines that include in the error bar possible sys-
tematic deviations from the true number of particles in the
critical cluster.



III. NUCLEATION VIA ICE IH WITH MW

Here we show that the explanation we find for the
slowing down of ice nucleation with pressure for the
TIP4P /Ice model (an increase of v with pressure) also
holds for mW water. Moreover, we compare the perfor-
mance of both models in predicting the behaviour of real
water. In Table I we give details on our seeding calcula-
tions with mW using spherical ice Th clusters.

In Fig. 4(a) we show the ice nucleation rate as a func-
tion of the supercooling for different pressures. These
curves were obtained by seeding the supercooled fluid
with an ice Ih spherical cluster. The prediction of mW
is that for a given supercooling the nucleation rate de-
creases with pressure. Therefore, the model is in quali-
tative agreement with the experimental trend and with
the predictions by the TIP4P /Ice model. In Fig. 4(b) we
show a zoom of Fig. 4(a) in the region of high supercool-
ing, where we can compare the seeding predictions to the
nucleation rate computed by means of brute force (BF)
simulations of spontaneous ice nucleation (from Ref. [19]
at 1 bar and from this work at 2000 and 5000 bar). We
obtain a satisfactory agreement between seeding and BF
for all pressures, which strongly supports the validity of
the approach followed in this work.

In Fig. 5(a) we show the same as in Fig. 2 of the main
text but including the mW data. Although mW quali-
tatively captures the experimental trend, the predictions
made by the TIP4P /Ice model are in much better quan-
titative agreement with the experiment.

It is important to notice that the location of the HNL
depends on the experimental set up. Specifically, it de-
pends on the employed cooling rate, v, and on the volume
of the system, V. Upon cooling, the time 7 the sample
spends at given temperature interval AT is the inverse
of the cooling rate, v, times AT":

AT
_’U

T (1)
And, assuming that AT is small enough so that J is
constant in the temperature interval, the time it takes
for a critical nucleus to appear in the system in such
temperature interval is:

1
V(T

(2)

TN(T)

where T is the center of the temperature interval. The
system will keep cooling down until 75 (7T) becomes
smaller than 7. Thus, by equating both times and for
AT = 1K one gets the nucleation rate associated to the
HNL is given by:

v

J(Tunt) = 17 3)
As discussed in the main text, the experimental HNL
defined in Ref. [21] is given by the points at which
log;o(Jm3s)=15 (the rate associated to a cooling rate
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FIG. 4. Decimal logarithm of the ice nucleation rate as a
function of the supercooling for different pressures. Symbols
are calculations from seeding simulations and curves are CNT
fits done as described in Refs. [13-15, 20]. The fit for 1 bar
is taken from Ref. [13]. Fig. (b) is a zoom of Fig. (a) in the
deep supercooling region where the seeding fits can be com-
pared to brute force simulations (triangles). The horizontal
dotted lines indicates the J associated to the HNL. All data
correspond to ice Th, except the cyan symbol that corresponds
to ice 0 (note that AT refers to the ice Ih melting point).

of 3K/min and microdroplets). The HNL defined in Ref.
[22] is associated to a different nucleation rate given by:
J(Tunr) = 1/(7sV5), where 74 is the simulation time re-
quired to observe crystallization in a simulation box of
volume V5. Unfortunately, J(Ty 1) was not reported in
Ref. [22], but typical values for log,[J(Tynr)m3s] in
simulations are 32-33 (for simulations of a few nanosec-
onds for thousands of particles). In Fig. 5(b) we compare
the simulation HNL defined in Ref. [22], HNLS, with the
mW prediction of the experimental HNL, alongside the
mW melting lines of ices 0 and 1. The HNLS looks indeed
parallel to the ice 0 melting line. However, the slope of
the HNL depends on the nucleation rate with which it
is associated. In fact, the mW prediction for the exper-
imental HNL looks almost parallel to the ice I melting
line rather than to the ice 0 one (although, as previously
mentioned, the qualitative effect of the HNL having a
larger negative slope than the ice Th melting line is cap-



p/bar T/K AT/K N, Ap/(keal/mol) f*/s™' ps/(g/em®) po/(g/cm®) v/(mI/m?) AGe/(ksT) logq(Jm’s)
2000 233.8 36.9 660 0.1630 1.0 x 10** 1.040 1.007 31.8 116 -8
2000 245.0 25.7 2334 0.1150 3.1 x 10 1.039 1.006 34.3 276 -80
2000 252.5 18.2 6794 0.0822 6.1 x 10 1.039 1.005 35.0 556 -202
5000 225.0 36.6 790 0.1560 4.0 x 10" 1.081 1.043 33.2 138 -20
5000 237.5 24.1 3034 0.1043 1.2 x 10%* 1.078 1.042 34.8 335 -106
5000 242.5 19.1 7042 0.0839 6.0 x 104 1.077 1.041 37.0 613 -226

TABLE I. Variables involved in the calculation of the ice Ih nucleation rate and the water-ice Ih interfacial free energy of mW

water. See main text for the meaning of all variables.
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FIG. 5. (a) Same as Fig. 2 in the main text but with the

results for the mW model in green. (b) Results for the mW
alone including the ice 0 melting line and the simulation HNL
from Ref. [22], HNLS.

tured by the mW model). Therefore, no firm conclusions
can be drawn from a HNL being parallel to a melting line
and it is just a coincidence that the HNLS is parallel to
the ice 0 melting line.

In seeking the main reason for the decrease of the nu-
cleation rate with pressure at constant supercooling we
also find for the mW model that the ice-water interfacial
free energy is the main factor. In Fig. 6(a) we show that
the kinetic prefactor is not responsible for the decrease of
the nucleation rate and that the reason must be found in
exp(AG,./(kpT)). Fig. 6(a) also shows that the slowing
down of the nucleation rate for TIP4P /Ice is much more
pronounced than for mW. In Fig. 6(b), we analyse the
importance of the different factors contributing to the ra-

tio between exp(AG./(kpT)) at 2000 and 1 bar. Such
ratio (black curve) is lower for mW than for TIP4P /Ice
The temperature factor (red curve) is smaller for mW
because the melting line of mW has a smaller negative
slope. The density factor (green curve) accelerates nu-
cleation more than it does for in TIP4P /Ice because ice
is more compressible for mW. As in the TTP4P /Ice case,
the interfacial free energy (purple curve) justifies most of
the increase of the nucleation barrier with pressure.
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FIG. 6. Same as Fig. 3 in the main text but for the mW
model. We include also the TIP4P /Ice results from the main
text to facilitate the comparison. Notice the different scale
for the TIP4P /Ice and the mW figures.

We show in Fig. 7(a) that v indeed increases with pres-
sure. Comparing this figure with Fig. 1(d) of the main
text one can see that the predicted increase is lower for
mW than for TIP4P /Ice. This is the main reason for the
better quantitative performance of the TIP4P /Ice model
shown in Fig. 5. We have double checked our estimation
of v by computing directly the interfacial free energy at
coexistence with the MI method [16] (diamonds in Fig.
7(a)). For 1 bar we report the MI average value between
the main crystal orientations (basal, primary prismatic
and secondary prismatic) [17], whereas for 2000 and 5000
bar we report only the value for the basal plane. As for



TIP4P /Ice, we find a good agreement between seeding
and MI, confirming the validity of our approach.
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FIG. 7. (a) Water-ice Ih interfacial free energy as a function
of temperature for the mW model at different pressures. Cir-
cles are seeding data and straight lines linear fits. Diamonds
are direct calculations of v at coexistence with the MI method
[16] (errors are the size of the symbol). Results for ice Ih at
1 bar are taken from Ref. [15, 17]. All data correspond to
ice Th, except the cyan symbols that corresponds to ice 0 at
1 bar (circle and diamond from seeding and MI methods re-
spectively). (b) Chemical potential difference between liquid
and ices 0 and Th as a function of temperature.

IV. NUCLEATION VIA ICE 0 WITH MW

In order to estimate the interfacial free energy for ice 0
we apply the seeding method to a spherical seed having
ice 0 structure at 1 bar using the mW model. To illustrate
how we find the temperature that makes the inserted
cluster critical we show in Fig. 8 the number of parti-
cles in the cluster versus time for several temperatures.
For temperatures higher than that at which the inserted
cluster is critical, the cluster melts, whereas it grows for
lower ones. Then, according to the results shown in Fig.
8, the inserted cluster is critical at T=226.5+2.5K. This
is a supercooling of 18.5 K with respect to the ice 0 melt-
ing point of 245 K[22]. This result, alongside all variables

needed for the calculation of the interfacial free energy, is
reported in Table II. The obtained interfacial free energy
is plotted in Fig. 7 (a). By comparing the obtained value
to the fit of the water-ice Th interfacial free energy at 1
bar it becomes evident that ice 0 has a higher interfacial
free energy. This result, together with the fact that the
chemical potential difference between the liquid and ice
0 is smaller that that between the liquid and ice Th (Fig.
7(b)), rules out any possible involvement of ice 0 in ice
nucleation. Moreover, by measuring directly the interfa-
cial free energy using the MI method at coexistence for a
planar interface (1 bar and 245K) we obtain 35.4 m.J/m?,
which confirms the higher value of « for ice 0 compared
to ice Ih (see cyan diamond in figure 7 (a)).

From our seeding study we can also estimate the rate
for the nucleation pathway going through a critical clus-
ter with ice 0 structure. This is plotted in Fig. 4 with a
cyan circle, to be compared with the black solid line cor-
responding to the nucleation rate at 1 bar for Th spher-
ical critical clusters. Because both Ap and ~ are less
favourable for the nucleation of ice 0 than of ice I, the
formation of an ice 0 critical cluster is about 200 orders
of magnitude slower than that of an ice Ih one.

8000 T T T
7000
6000

N 5000

4000 ]
—T=223K
3000 —T=228K ]
[ —T7-233K
2000———850 100 150

t/ps

FIG. 8. Number of particles in the ice 0 cluster versus time
for several temperatures at 1 bar (as indicated in the legend).

V. SURFACE STRUCTURE OF MW ICE IH
CLUSTERS

In Ref. [22] critical clusters are found to have an ice I
core surrounded by an ice 0 shell. This observation is not
consistent with our result that the interfacial free energy
of ice 0 with water is higher than that of ice I. We now
look for ice 0 in the surface of our mW ice Ih seeds. Even
though we initially insert an ice Th seed, an ice 0 shell
would develop when the cluster grows according to the
mechanism proposed in Ref. [22]. We analyse a cluster
of 8500 particles grown from a seed of 4500 particles at 1
bar and 245 K. We briefly explain first the way we look



p/bar T/K AT/K N, Ap/(kcal/mol) ft/s7"

pr/(g/cm®) ps/(g/cm?®) v/(mI/m?) AG./(ksT) log,(Jm’s)

1 2265 18.5 6583 0.074 1.7 x 104

1.00 0.954 29.9 542 -196

TABLE II. Variables involved in the calculation of the ice 0 nucleation rate and the water-ice 0 interfacial free energy of mW

water. See main text for the meaning of all variables.

for ice 0 particles in such cluster. In Fig. 9(a) we show a
G4 — Ge map for 5000 bulk particles of the liquid, ice Ih, ice
0 and ice Ic phases at 245 K. The cut-off to find neighbour
particles for the calculation of both g4 and gg was set to 5
A. In Fig. 9(b) we show with brown dots the g4 — g map
for all particles of the configuration of the grown cluster
surrounded by the fluid. Distinct clouds for the fluid and
ice Th phases can be seen, as well as a ‘bridge’ joining both
clouds. The bridge corresponds to interfacial particles
having an order parameter in between that of the bulk
phases. Only a couple of these particles falls in the order
parameter region characteristic of bulk ice 0, indicated
with a dashed ellipse in Fig. 9(b). In fact, the largest
cluster of non-liquid particles in Fig. 9(c) shows only
one ice 0 particle on its surface (in red). However, one
could spuriously identify a shell of particles as ice 0 if, for
the employed order parameter, the bridge of interfacial
particles overlaps with the bulk ice 0 cloud. We illustrate
this case in Figs. 9(d), (e) and (f), which correspond to
a g4 — g order parameter with a cut-off distance of 4.6
A instead of 5 A. Both order parameters (5 and 4.6 A)
are equally valid to distinguish liquid from either ice Ih
or ice 0 because the clouds of the different bulk phases
do not overlap with each other (Fig. 9(d)). However, the
order parameter of interfacial particles bridging the liquid
and the ice Th cluster clouds now overlaps with the ice 0
cloud (Fig. 9(d)). Asa consequence, the largest cluster of
non-liquid particles is surrounded by particles spuriously
identified as ice 0 (in red) that in reality are interfacial
particles with an order parameter intermediate between
that of the ice Th and the liquid clouds. We believe that
the Wy, gy order parameter employed in Ref. [22] may
have the same shortcoming as the g4 — g used here with
4.6 A cut-off. In fact, the ice 0 cloud shown in Fig. 6 of
the Supplementary Material of Ref. [22] falls in between
the liquid and the ice Ic clouds (the core of the clusters
identified in Ref. [22] is mainly ice Ic).

In summary, this Supplementary Material on the one
side confirms with the mW model the findings discussed
in the main paper and on the other side dismisses the
alternative explanation to the pressure effects on water
freezing reported in Ref. [22]. Moreover, the results for
the mW are a proof of concept for the seeding approach
followed in our work: On the one hand, the nucleation
rate predicted with seeding for high supercooling is con-
sistent with brute force simulations. On the other hand,
the extrapolation of the interfacial free energy obtained
with seeding to 0 supercooling is consistent with direct
calculations using the Mold Integration method.

We show that the mW qualitatively predicts the exper-
imental observation that pressure slows ice nucleation.

The quantitative agreement between mW and the exper-
iment is not as good as that of the TIP4P /Ice model,
though. As in the case of the TIP4P/Ice model, the
slowing down of ice nucleation with pressure is due to a
combined effect of the melting temperature, the chemical
potential difference, the solid density and the ice I-water
interfacial free energy, being the latter the predominant
factor.

The interfacial free energy with the liquid is higher for
ice 0 than for ice I. Therefore, ice 0 can not explain ice
nucleation in mW. We argue that in Ref. [22] ice 0 was
possibly mistaken with interfacial water.
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and (c) but with a cut-off of 4.6 A and a threshold of g4 > 0.108 to label non-liquid particles.
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