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ABSTRACT
Salt aqueous solutions are relevant in many fields, ranging from biological systems to seawater. Thus, the availability of a force-field that is
able to reproduce the thermodynamic and dynamic behavior of salt aqueous solutions would be of great interest. Unfortunately, this has been
proven challenging, and most of the existing force-fields fail to reproduce much of their behavior. In particular, the diffusion of water or the
salt solubility are often not well reproduced by most of the existing force-fields. Recently, the Madrid-2019 model was proposed, and it was
shown that this force-field, which uses the TIP4P/2005 model for water and non-integer charges for the ions, provides a good description of a
large number of properties, including the solution densities, viscosities, and the diffusion of water. In this work, we assess the performance of
this force-field on the evaluation of the freezing point depression. Although the freezing point depression is a colligative property that at low
salt concentrations depends solely on properties of pure water, a good model for the electrolytes is needed to accurately predict the freezing
point depression at moderate and high salt concentrations. The coexistence line between ice and several salt aqueous solutions (NaCl, KCl,
LiCl, MgCl2, and Li2SO4) up to the eutectic point is estimated from direct coexistence molecular dynamics simulations. Our results show that
this force-field reproduces fairly well the experimentally measured freezing point depression with respect to pure water freezing for all the
salts and at all the compositions considered.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0085051

I. INTRODUCTION

When a solute is added to water, the freezing point of water
decreases. The difference between the freezing temperature of pure
water and that of a solution is denoted as freezing point depression.
The freezing point depression caused by an electrolyte is larger than
that of a non-electrolyte at the same molality (i.e., moles of solute per
kilogram of solvent). This is due to the fact that electrolytes when
dissolved into water dissociate into ions, thus generating more par-
ticles in solution. If ideal behavior is considered, the freezing point
depression is proportional to the number of ions generated when
dissolved (i.e., 2 for a 1:1 electrolyte and 3 for a 1:2 electrolyte). The
constant of proportionality is related to the properties of pure water
and its experimental value is 1.86 K per molal unit. Not surprisingly,
electrolytes are, in fact, often used to avoid the formation of ice in
roads, since when salt is added, water only freezes at temperatures
below 0 ○C. In the particular case of NaCl, the largest freezing point

depression is reached at the eutectic point, which is found at about
21 K below the melting point of pure water. This is the minimum
temperature at which a NaCl aqueous solution could be present as
the stable phase. At room pressure, the solubility of salts in ice is
practically zero, and for this reason, when water freezes from an
ionic solution, one obtains almost pure ice (a quite small amount of
ions can incorporate into the ice at the micromolar range at best1,2).
At the freezing temperature, the chemical potential of water in pure
ice is equal to that of water in the ionic solution. Thus, the freezing
point depression gives some information about the activity of water
in the ionic solution.

Liquids can be supercooled,3 and this is true for pure water
and for ionic solutions. When liquids are broken in small droplets
of the order of a few microns of radius, they can be supercooled
up to 40 K below the freezing temperature. The degree of super-
cooling depends on the size of the droplets and on the velocity
of cooling. Sometimes, the temperature at which these droplets
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freeze is denoted as the freezing temperature (although this is a
kinetic definition, not a thermodynamic one, and for this reason, the
term homogeneous nucleation temperature is preferred). Neverthe-
less, the term melting temperature is reserved for the temperature
at which the chemical potential of water is identical in the two
phases (ice and solution).4 In this work, we shall use the con-
cept freezing temperature in a thermodynamic way (i.e., where the
chemical potential becomes identical in both phases), which corre-
sponds to that denoted as melting temperature in kinetic studies of
freezing.

Determining the freezing point depression from computer sim-
ulations is challenging from a technical point of view. A possible
route is to determine the chemical potential of ice (for a certain
pressure) as a function of the temperature and that of water in the
solution (for a certain pressure and composition) as a function of the
temperature and to analyze the temperature at which both chemical
potentials are identical. This route is certainly possible but somewhat
cumbersome. One needs to evaluate the chemical potential of water
in the solid phase using, for instance, Einstein crystal methods5,6

and the chemical potential of water in solution. Determining the
chemical potential of water in an ionic solution (and the chemical
potential of the salt) is also possible as it has been shown over the
last few years, but it is certainly a challenging and rather difficult
calculation.7,8 One wonders if another simpler route would be pos-
sible. An interesting possibility is the use of the direct coexistence
method.9,10 This method has proved to be successful in determin-
ing the freezing temperature of pure water, and one could imagine
that the method could be applied to electrolyte solutions. In fact,
Jungwirth started fifteen years ago to study the freezing of water
from an ionic solution1,11 (paying special attention to brine rejec-
tion from the ice), and this has been followed by other authors.12–14

In 2008, Kim and Yethiraj15 performed a pioneering study where
the freezing point depression was determined from computer sim-
ulations using the direct coexistence method, putting together ice
and a concentrated solution of the electrolyte and waiting to reach
the equilibrium running for about 50 ns (a tour of force at that
time). More recently, Conde, Rovere, and Gallo also illustrated the
feasibility of direct coexistence studies to obtain the freezing point
depression16 by using runs of up to 300 ns. In this case, instead of
waiting to reach equilibrium, it was determined if the ice grew or
melted for a certain initial concentration of salt. A similar approach
was used by Soria et al.17 who also showed that the freezing tem-
perature found from free energy calculations was identical (within
statistical uncertainty) to that obtained from direct coexistence sim-
ulations for a certain concentration of salt. In the work of Soria
et al.,17 kinetic aspects of the nucleation of ice in salty water were
also studied, and nucleation rates were estimated using the seeding
technique.18

Although these pioneering works have illustrated the possibil-
ity of using direct coexistence as a systematic study of the relation
between the concentration of the electrolyte and the freezing tem-
perature, it has not yet been applied to different salts and types of
electrolytes. Most of the force fields proposed so far for electrolytes
were designed to reproduce the density of the solution and the
hydration free energy using rigid non-polarizable models to describe
water, for instance, TIP3P,19 TIP4P-Ew,20 or SPC/E.21 For the ions,
a Lennard-Jones (LJ) center is typically used with an integer charge
(in electron units, e). Probably the force field proposed by Joung and

Cheatham is now the most popular.22 Properties such as solubility,
viscosity, and diffusion coefficient of water were not used as target
properties. How these force fields perform for these properties? The
short answer is, not too well.

Concerning the solubility, it has become clear that most of the
force fields predict a rather low solubility (sometimes being twice
smaller than the experimental one and sometimes being ten times
smaller).23–27 It has also fallen into place that the ion-pairing and
precipitation often observed in simulations of ionic solutions were
due to a too low solubility of the force field.28–31 In fact, the solu-
bility of a salt in water, for a certain force field, is not necessarily
equal to the experimental one.8 In general, the trend is that the
solubility is too low, and the ion pairing is too high. Concerning
the viscosity, it is getting across that common force fields over-
estimate the increase in the viscosity due to the addition of salt
when compared to experiments.32,33 Finally, concerning the diffu-
sion coefficient of water, it was pointed out by Kim et al.34 that
most of the force fields (including polarizable ones) produce a larger
decrease on the diffusion coefficient of water than the experimental
one. How to remedy this situation? In 2014, Kann and Skinner35 sug-
gested that using scaled charges for the ions (i.e., for a 1:1 electrolyte
assigning charges smaller than one in electron units) improved the
description of the diffusion coefficient of water in ionic solutions.
The use of scaled charges was first advocated by Leontyev and
Stuchebrukhov36–38 and was denoted as the electronic continuum
correction (ECC). They suggested to use a scaled charge of 0.75 e
that is obtained from a theoretical argument, which requires the
dielectric constant of water at very high frequencies (when only elec-
trons can reply to a fast oscillating electric field). This idea was also
advocated by Jungwirth and co-workers39–43 and also implemented
by several groups.44–47 Following this line of research in 2017, we
proposed a force field for NaCl in water48 (with water described by
the TIP4P/2005 model49) that used the concept of scaled charges.
Our motivation was that may be the charges used to describe the
dipole moment surface were not convenient to describe the potential
energy surface.50,51 In 2019, we extended this idea to many different
electrolytes (with stoichiometry 1:1 and 1:2), and the force field was
denoted by Madrid-2019.33,52,53 The value of the scaled charge in this
case was 0.85 e because this value allows us to recover the correct
Debye–Huckel law, as shown by Kann and Skinner,35 i.e., it com-
pensates the deficiencies in the dielectric constant of TIP4P/2005. It
was found that the use of scaled charges improved the description
of the viscosities, diffusion coefficients of water, activity coeffi-
cients, and solubilities. For example, the solubility of NaCl for the
Madrid-2017 model48 is estimated to be 5.7 mol kg−1 at room con-
ditions, in reasonable agreement with the experimental solubility,
6.1 mol kg−1.54 We expect a similar value for the Madrid-2019
model, as the change in the parameters between both models is
small. For the remaining salts, the solubility has not yet been cal-
culated. We should note that Yagasaki et al.55 recently showed that,
when properly designed, force fields with integer charges can also
reproduce the experimental value of the solubility. As a counterpart,
the use of scaled charges deteriorates the prediction of hydration free
energies56 and is not recommended either for molten salts or for the
solid phase.8,57

The idea of scaled charges finds a molecular basis on the fact
that the calculated charge of the ions from ab initio studies is typ-
ically in the range of 0.8 e (for anions) and 0.9 e (for cations).58,59
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Thus, it seems that the use of non-integer charges (an approxima-
tion often used by the community that performs simulations of ionic
liquids60) seems to improve the description of electrolyte solutions.
The scaled charge approach (or ECC) can be regarded as an approx-
imation of zero order. As a more elaborated approach, one could
use models that explicitly use the concept of charge transfer between
the ions and water, as it has been shown by Soniat et al.61,62 and
by Yao et al.59

In this work, we have two goals. The first one is methodolog-
ical. We will explore the possibility of determining the freezing
point depression by using the direct coexistence method to deter-
mine if this technique can be used to obtain reliable results using
the current computational resources, which allow runs of the order
of the microsecond. We shall follow the methodology of Kim and
Yethiraj15 so that ice will be put in contact with an ionic solution
and simulations will be performed until the system reaches the equi-
librium. For a two component system, this is a quite useful approach,
since according to the Gibbs phase rule, two phases can be at equi-
librium for an imposed value of the pressure and temperature. That
was also illustrated by Espinosa et al.27 to determine the solubility
of a salt and by Kolafa63 for a system of a solid (NaCl) and an ionic
solution (NaCl in water) where simulations were performed until the
system reached the equilibrium.

It is interesting to point out that the melting temperature of
ice Ih for the TIP3P model is around 150 K,64 and for SPC/E, it
is 215 K.65 Therefore, the simulations to study the freezing point
depression should be performed at extremely low temperatures,
where the diffusion of water will be terribly slow and the direct
coexistence method would be in trouble. Thus, it does not seem
a good idea to use these water models (neither their force fields)
for this purpose. A better choice would be the TIP4P-Ew model20

with a melting point of about 244 K66 and an even better choice
would be the TIP4P/2005 with a melting temperature of 250 K.67

This model is convenient as water is still able to diffuse reason-
ably well in the range 210–250 K (i.e., for supercoolings up to
40 K). Thus, the use of TIP4P/2005 for computer simulation stud-
ies of freezing point depression is a good choice for two reasons:
its melting temperature is not too low, and a force field for elec-
trolytes (Madrid-2019) is available for this water model. TIP5P68

and/or TIP4P/Ice69 could also be considered as promising mod-
els for freezing point depression as their melting points are quite
close to the experimental one. However, there are not force fields
of salts explicitly developed for these water models, and in the case
of TIP5P, ice II seems to be more stable64 than ice Ih at room
pressure.

There is a second goal in this work. We want to test if scaled
charges are able or not to predict reasonably well the freezing point
depression of different salts. It seems interesting to analyze if the
improvement gained by using scaled charges in properties such as
viscosity, solubility and diffusion coefficient of water has as a conse-
quence a poor performance of other properties, such as the freezing
point depression. As it will be shown in this work, this fear is not
justified and the model performs quite well. The good agreement
found with experiments also provides an indirect indication that the
activities of water should not be too far away from the experimental
ones. We hope that freezing point depression will be incorporated
as another test property to be checked when proposing a new force
field for electrolytes in water.

II. METHODS
A. Direct coexistence method

The freezing point depressions of the salt aqueous solutions
are estimated in this work using the direct coexistence technique.9,70

Briefly, this method consists in building a simulation box in which
two phases (in this case, ice and the electrolyte aqueous solution) are
initially placed next to each other and following the evolution of the
system at different thermodynamic conditions. Depending on the
thermodynamic ensemble used in the simulations and the number
of components in the system, the fate of the interface changes: it can
either reach a stable state or irreversibly evolve toward one of the two
phases.

At a given thermodynamic state, two (or more) phases (I, II) are
in equilibrium when the chemical potential of all the components of
the system (two in our case) are equal in the coexisting phases,

μI
1(p, T, xI

1) = μII
1 (p, T, xII

1 ),

μI
2(p, T, xI

2) = μII
2 (p, T, xII

2 ).
(1)

Here, μα
i and xα

i are, respectively, the chemical potential and
mole fraction of component i in phase α.

The Gibbs phase rule imposes constraints on the number of
phases that can coexist and applies both to single- and multiple-
component systems. It states that for a system with C components
and P phases, the number of independent variables or degrees of
freedom F is given by

F + P = C + 2. (2)

Consequently, in one-component systems (C = 1), if both p and T
are imposed (F = 2), only one phase can be stable. This explains
why in an one-component system an interface cannot be stabilized
in NpT simulations. In the NVT ensemble, though, only the tem-
perature is fixed (F = 1), and thus, in these conditions, two phases
of a one-component system can coexist.71 On the contrary, in a
two-component system (C = 2), as, for example, the salt aqueous
solutions considered in this work, we can have two phases in equi-
librium even when both p and T are fixed (F = 2). In this case,
the compositions of the two phases in coexistence evolve until the
chemical potentials of each component are equal in the two phases
[Eq. (1)]. Even though we have written the condition of equal chem-
ical potential of component 2 in terms of its mole fraction (xI

2 and
xII

2 ), it could have been equally written in terms of the mole frac-
tions of component 1 (xI

1 and xII
1 ) because the mole fractions add

up to one in each phase (xI
1 + xI

2 = 1 and xII
1 + xII

2 = 1). Thus, in
two-component systems, there is only one independent variable that
adjusts the compositions of the two coexistence phases. Note that it
would also be possible to perform the direct coexistence simulations
in other ensembles, such as NVE. In this case, the pressure, temper-
ature, and composition will evolve to equilibrium. However, using
the NVE ensemble has the disadvantage that special care must be
taken so that the dimensions of the unit cell in the directions parallel
to the interface are chosen commensurate with the equilibrium unit
cell at the equilibrium temperature and pressure.71

The fact that in two-component systems two phases can be
in equilibrium at fixed p and T can be exploited in the direct
coexistence method to calculate the equilibrium compositions at
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coexistence.27 One simply needs to build a simulation box in which
the two phases are initially in contact with each other and let the
system evolve. The ice slab will grow or melt depending on the ini-
tial conditions, releasing/absorbing water molecules to/from the salt
solution, until the liquid phase reaches the equilibrium composition.
The only subtlety is that in finite systems as those used in simu-
lations, the initial conditions must be close enough to coexistence
so that the system is able to reach equilibrium before exhaustion of
any of the coexistence phases. As mentioned in the Introduction, an
alternative is to follow the evolution of the interface for an initial salt
concentration to bracket the concentration at equilibrium.16 In this
work, we will follow the equilibrium route.

B. Model and simulation details
The interactions in the salt aqueous solutions were described

using the recently proposed Madrid-2019 model.33 This force field
describes water and the sulfate ions as rigid and non-polarizable.
Water is modeled with the TIP4P/2005 potential49 and ions are rep-
resented by Lennard-Jones centers and scaled point charges (0.85 e
at the monovalent and 1.7 e at the divalent ions) that, in an effective
way, account for the polarization effects in the solution.

The initial configuration was built by placing a slab of 2048
molecules of ice Ih in contact with a salt aqueous solution containing
3330 water molecules and a varying number of ions depending on
the temperature. The initial configuration of ice Ih with proton dis-
order and almost zero dipole moment satisfying the Bernal–Fowler72

rules was generated using the algorithm proposed by Buch et al.73

Initial solution concentrations between 1 and 6 mol kg−1 were con-
sidered to cover temperatures within the range T = 200–247 K. The
corresponding numbers of ions (Li+, Na+, K+, Mg2+, Cl−, and SO2−

4 )
are given in Table I. The block of ice was placed exposing the basal
plane to the salt solution and removing the overlaps between parti-
cles that lead to high repulsive forces. The freezing point does not
depend on which crystallographic plane is exposed; it only changes
the speed of growth/melting of the surface.74,75 The edges of the sim-
ulation box are approximately Lx ≈ 3.6 nm, Ly ≈ 3.1 nm, and Lz
≈ 15.5 nm. The ice–solution interface was aligned perpendicularly
to the z axis. The dimensions of the ice slab are 3.6 × 3.1 × 5.9 nm3.
Note that the width of the ice slab is large enough to avoid finite size
effects on the direct coexistence method.27

The system is then allowed to evolve. The simulations are
performed using the molecular dynamics GROMACS package76 in
the NpT ensemble so that the ice slab is able to adjust its lattice

TABLE I. Number of ions in the systems depending on the salt compound
stoichiometry and the initial molality, mi . Nan is the number of anions and Ncat is
the number of cations. Compounds with stoichiometry 1:1 are NaCl, KCl, and LiCl,
and compound with stoichiometry 1:2 is MgCl2 and with stoichiometry 2:1 is Li2SO4.

mi (mol kg−1) Nan 1:1 and 2:1 Ncat 1:1 and 1:2 Nan 1:2 Ncat 2:1

1 60 ⋅ ⋅ ⋅

2 120 240
3 180 360
4 240 ⋅ ⋅ ⋅

6 360 ⋅ ⋅ ⋅

constants by varying the edges of the simulation box in the two
dimensions parallel to the interface. Previous works have shown that
even though the pressure in the longitudinal and transversal direc-
tions to the interface is not equal due to the presence of the interface,
direct coexistence simulations in the NpT ensemble give the correct
results if the longitudinal dimension of the simulation cell is suffi-
ciently large so that the contribution of the interface to the pressure
tensor is small.71,77 The pressure was set to p = 1 bar and was con-
trolled using an anisotropic Parrinello–Rahman barostat,78 with a
relaxation time of 2 ps and a compressibility of 10−6. The tempera-
ture was set using the Nosé–Hoover thermostat79 with a relaxation
time of 2 ps. The equations of motion were integrated using the
velocity-Verlet algorithm using a time step of 2 fs. To deal with the
long range electrostatic interactions, the particle mesh Ewald sum-
mations80 were used. The cut-off distance for the dispersive and
the real part of the electrostatic interactions was set to 10 Å. Stan-
dard long range corrections to the energy and pressure (LRCs) were
added to the calculation of Lennard-Jones (LJ) interactions. LRCs
were calculated using the mean density of the system. Although this
is not strictly correct for inhomogeneous systems, the densities of
the solution and of ice are rather similar. The geometry of the water
molecules was constrained with LINCS using a sixth order expan-
sion and a maximum of four iterations,81,82 except for the sulfate
solution for which SHAKE83 was used.

The initial interface will evolve to reach the equilibrium con-
centration at the simulated temperature and pressure. If the concen-
tration of the solution is higher than that at coexistence, the ice slab
will melt, releasing water to the solution to reduce its salt concen-
tration. On the contrary, if the initial concentration is lower than
that at equilibrium, the ice slab will grow to increase the concentra-
tion of the solution. The initial and final configurations of a sample
interface in which an ice slab is in contact with a LiCl solution at T
= 220 K are shown in Fig. 1.

We consider that the system has reached equilibrium when
the potential energy of the system and the solution salt concentra-
tion remain, on average, constant. The concentration of the solution
at equilibrium was estimated from the density profiles of water
[ρwat(z)] and salt [ρsalt(z)] measured along the z-coordinate that,

FIG. 1. Initial (top) and final (bottom) configuration of an ice slab in contact with
a LiCl solution at T = 220 K and room pressure. The initial salt concentration
was set to m = 4 mol kg−1, which is below the equilibrium concentration at those
thermodynamic conditions. In this case, the ice slab grows, incorporating some
solvent from the solution until the salt concentration of the solution reaches the
coexistence value at the chosen conditions of temperature and pressure, which is
roughly m = 4.48 mol kg−1.
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in the chosen coordinate system, runs in the direction perpendicular
to the ice–solution interface. The density profiles were evaluated by
dividing the simulation box in 100 slabs of width Δz = Lz/100 and
measuring the water or salt density in each of them,

ρi(z) =
wi(z + Δz)
⟨Lx⟩⟨Ly⟩Δz

, (3)

where wi(z + Δz) is the mass of the water molecules (wwat) or of
the ions (wions) whose positions along the z-coordinate are between
z − Δz/2 and z + Δz/2 and ⟨Lx⟩ and ⟨Ly⟩ are the average edge lengths
of the simulation box in the directions parallel to the interface. These
density profiles were averaged over periods of 50 ns (500 frames). As
an example, the equilibrium density profile of the MgCl2 system at
T = 215 K is shown in Fig. 2(a). From these plots, it is easy to deter-
mine the region in which the solution exhibits bulk behavior. Note
that densities deviate significantly from the bulk at distances close
to the interface, and these regions should not be taken into account
in the estimates of the salt concentration in the liquid phase. From
these densities, one then can easily compute the salt concentration,
e.g., the molality m(z), using

m(z) =
ρsalt(z)

ρwat(z) ×Msalt
, (4)

where Msalt is the molar mass of the ionic compound. As den-
sity profiles are measured in kg/m3, the molar mass Msalt must be
expressed in kg mol−1 units. The molality of the solution, m, is then
estimated by averaging m(z) over the slabs in which the solution
behaves as bulk. As mentioned before, at equilibrium, the molality
remains stationary with time, fluctuating about the average equilib-
rium value. An example of the evolution of molality with time is
shown in Fig. 3. As can be seen, the salt concentration undergoes
large fluctuations at short times, but oscillations become smaller
and the molality adopts an average constant value at long times.
The red vertical line marks the point from which the molality was
averaged in the MgCl2 system at T = 215 K. This vertical line repre-
sents the time required to reach equilibrium (i.e., where fluctuations
in the concentration of the solution are not larger than around
0.1 mol kg−1 of the equilibrium value). The uncertainty in the equi-
librium salt concentration was estimated from the dispersion of the
molality measured in these blocks. The error in the freezing point
depression was estimated by assuming an uncertainty of 0.5 K in the
freezing point of pure water, and adding to this an estimation of the
uncertainty of the freezing point of the salt from the uncertainty in
the molality. The total error in the given freezing point depression is
about 0.75–1 K.

The profiles of the molarities of the ions (mol dm−3) are also
useful are also useful to check that the system fulfills the require-
ment of local electrostatic neutrality, i.e., the average net charge
is zero in any slab sufficiently away from the interface. Molarity
profiles are shown in Fig. 2(b). Although in the proximity of the
interface with ice electroneutrality is not strictly satisfied (due to
the different adsorptions of cations and anions), it can be seen that
electroneutrality is satisfied in the bulk solution far away from the
interface.

The time needed to reach equilibrium is stochastic, and inde-
pendent simulations at the same thermodynamic conditions and
initial salt concentration can reach equilibrium at different times.27

FIG. 2. Density profiles of water and salt in the MgCl2 system at T = 215 K and
an initial concentration of salt 3 mol kg−1. (a) The region comprised between the
two vertical green lines was considered in the calculation of the molality. Results
are averaged at times between 300 and 350 ns and the system is divided length-
wise in 100 bins. (b) Concentration profiles (in mol dm−3) of each ion are shown
separately to show that the system fulfills the requirement of local electrostatic
neutrality. Results are averaged at times between 1000 and 1050 ns and 30 bins
are considered. For aiding visualization, the concentration of Cl− is divided by 2.

However, on average, simulations starting from conditions close to
coexistence will generally equilibrate faster than those starting from
conditions far away from the freezing point. If the chosen initial
concentrations are too far from equilibrium, the whole ice slab can
melt before reaching the equilibrium composition of the salt aque-
ous solution, or it can grow leaving a very small region of liquid
in which the bulk region is too narrow to properly evaluate the
equilibrium salt concentration. Initial and final configurations of
simulations exemplifying these two scenarios are shown in Fig. 4.
In either of these two situations, a new simulation box must be built
but tweaking the initial composition of the fluid: if all the ice slab has
melted, the salt concentration of the solution must be reduced, and
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FIG. 3. Molality as a function of time, t, in the solution of MgCl2 with an initial con-
centration of 2 mol kg−1 in contact with an ice slab at T = 232.5 K. The red line
indicates where the equilibrium is reached (i.e., when fluctuations in the concen-
tration of the solution are not larger than around 0.1 mol kg−1 of the equilibrium
value, which is represented with a blue line).

on the contrary, if the solution region is too narrow, the initial salt
concentration of the solution has to be increased.

When comparing with experiments, the melting temperature
will be expressed as ΔT = Tsolution

m − Tm, where Tm is the melting

FIG. 4. (a) Initial (top) and final (bottom) configurations of an ice slab in contact
with a NaCl solution at T = 243 K and room pressure. The initial salt concentration
was set to m = 6 mol kg−1, which is much higher than the equilibrium concentra-
tion at those thermodynamic conditions (m = 2.13 mol kg−1). In this case, the ice
slab melts completely. (b) Initial (top) and final (bottom) configurations of the same
system as before but now setting the initial salt concentration to m = 0.5 mol kg−1,
which is much below the equilibrium concentration at those thermodynamic con-
ditions. Now, most of the system crystallizes, leaving a fairly narrow region for the
solution phase.

point of pure water. In this way, we account for the decrease in
the melting point of water by the addition of salt. Note that the
TIP4P/2005 exhibits a melting point of 250 K,67 i.e., about 23 K
lower than the experimental value, 273.15 K. We will see that even
though the absolute temperature at which freezing occurs for a given
salt concentration is underestimated in absolute value, an excel-
lent agreement is recovered when the temperature is measured with
respect to the melting temperature of pure water.

C. Freezing point depression for an ideal mixture
and estimation of the water activity

Once the melting point for a given salt at a given concentration
is known, as a by-product of the direct coexistence simulations, we
can also obtain the water activity or, equivalently, the water activity
coefficient at coexistence. The activity coefficient measures the devi-
ation of the chemical potential of water in the solution with respect
to an ideal solution.

As stated in Eq. (1), at coexistence, the chemical potentials
of the two components are equal in the two phases. The chemical
potential of water in the solution can be expressed in terms of the
water activity (awat),

μsolution
wat (T) = μ0

wat(T) + RT ln awat

= μ0
wat(T) + RT ln(γwatxwat), (5)

where μ0
wat(T) is the chemical potential of pure water at the same

conditions of p and T as the mixture. The chemical potentials are
a function of the temperature and the pressure, but we leave out
the pressure because all the simulations were done at 1 bar. In the
last equality of Eq. (5), the activity is expressed in terms of the
water molar fraction xwat and the activity coefficient γwat . At coex-
istence, the chemical potential of water in the solid phase is equal to
the chemical potential of water in the solution [Eq. (1)]. Assuming
that the chemical potential of water in the solid phase is identical
to that of pure ice (given the very small solubility of salts in ice)
and taking into account the condition of chemical equilibrium (i.e.,
the same chemical potential for water in ice and in the solution at
coexistence), one obtains

μ0
ice(T) = μ0

wat(T) + RT ln awat

= μ0
wat(T) + RT ln(γwatxwat). (6)

If the mixture behaves as an ideal mixture, the activity
coefficient is equal to one, and the previous expression reduces to

Δμ0
(T) = μ0

ice(T) − μ0
wat(T) = RT ln xwat , (7)

where the water molar fraction must be calculated taking into
account the number of ions (instead of the number of salt
molecules),84

xwat =
nwat

nwat + nions,+ + nions,−
, (8)

where nwat is the number of moles of water and nions,+ and nions,−
are, respectively, the number of moles of positively and nega-
tively charged ions. In Eq. (7), Δμ0

(T) = μ0
ice(T) − μ0

wat(T) can be
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obtained by thermodynamic integration from the freezing point of
pure water using the expression

Δμ0
(T)

RT
= −∫

T

Tm

H0
ice(T

′
) −H0

wat(T′)
RT′2

dT′. (9)

Here, H0
ice and H0

wat are the enthalpy (per mol) of ice and liquid
water in the pure system, respectively. To obtain this expression, we
have used that at the melting temperature of the pure system, Tm,
the chemical potentials of ice and liquid water are equal. As a first
approximation, the freezing point depression of an ideal electrolyte
can be computed, assuming that the integrand of Eq. (9) is indepen-
dent of the temperature and adopts the value at the melting point so
that the integral is trivial,

Δμ0
(T)

RT
=

ΔHm

RT2
m
(T − Tm), (10)

where ΔHm = H0
wat −H0

ice (determined at Tm) is the melting
enthalpy. This equation can be solved in conjunction with Eq. (7)
for different values of the water molar fraction xwat , obtaining the
freezing temperature at that composition if the solution were ideal,

ΔT =
RT2

m

ΔHm
ln(1 − xions) ≈ −(

RT2
mMw

ΔHm
)νm. (11)

In the last step, the logarithm was replaced by a Taylor expan-
sion, valid for low concentrations [ln(1 − xions) ≈ −xions and xions ≈

nions/nwat when xions → 0]. ν is the number of ions in which the salt
dissociates. We have also used that m = nsalt

nwat Mw
, nions = nsaltν, and

Mw = 0.018 015 kg mol−1 is the molar mass of water. Note that
Eq. (11) is the expression mentioned in the Introduction and is often
used to estimate the freezing point depression. As we will see later,
Eq. (11) provides good estimates of the experimental freezing point
depression up to 1 mol kg−1 for 1:1 electrolytes and up to
0.35 mol kg−1 for 1:2 or 2:1 electrolytes.

Alternatively, the integrand of Eq. (9) can be more rigorously
evaluated if the dependence of the integrand of Eq. (9) is known. For
that aim, we performed NpT simulations of ice and water at different
temperatures along the p = 1 bar line. These data were then fitted to
a second-degree polynomial. By plugging the fit in Eq. (9), we obtain
that for the TIP4P/2005 model of water:

Δμ0
(ΔT)

RT
= 9.06 × 10−3ΔT + 1.33 × 10−6ΔT2

+ −4.28 × 10−7ΔT3.
(12)

Note that the linear term of this expansion is given by ΔHm/RT2
m.

Thus, another estimate of the ideal freezing point depression can be
obtained by solving Eq. (12) together with Eq. (7) for different values
of the water molar fraction xwat .

Finally, the activity of water can be obtained by substituting
Eq. (12) in Eq. (6),

ln awat = (
Δμ0
(ΔT)

RT
). (13)

The activity of water in an electrolyte solution when in equilibrium
with ice depends on the thermodynamic conditions (i.e., p and T)
but not on the type of electrolyte in the solution.4,85 The logarithm

of the water activity can be expanded as a polynomial function of the
freezing point depression,86 whose first coefficient is ΔHm/RT2

m.
As at constant temperature and pressure, the chemical poten-

tials of water and salt are related by the Gibbs–Duhem equation,

nwatdμwat + nsaltdμsalt = 0,

d ln asalt = −
1

mMw
d ln awat ,

(14)

once the activity of water is known, the activity of the salt can also be
obtained86 by integration from very low salt concentrations. Note,
however, that for performing this integration, one needs to have
accurate measurements of the freezing point depression at very low
salt concentrations, something that is not possible using our direct
coexistence simulations.

III. RESULTS
The ice–solution equilibrium curves for NaCl, KCl, LiCl,

MgCl2, and Li2SO4 as a function of the salt concentration obtained
in this work are given in Fig. 5 and in Table II. Before discussing
these, we will show that our results are not significantly affected
either by the use of the usual LRC for the LJ potential or by finite
size effects. First, to assess the effect of LRC, we repeated the calcula-
tions for the NaCl solution starting from a 4 mol kg−1 concentration
at T = 236 K using a longer cut-off of 12 Å with LRC. The evolution
of the molality of the solution with time is shown in Fig. 6. It can
be seen that the equilibrium molality obtained with the 10 Å cut-off
[4.07(0.08) mol kg−1] is in agreement with that obtained with the
12 Å cut-off [4.03(0.08) mol kg−1] within the statistical uncertainty
of the simulations (see Fig. 5 and Table II). Consistent with this, in
previous work, we found that the coexistence between ice and a NaCl
solution obtained with a 9 Å cut-off and LRC is the same (within the
statistical uncertainty), as that obtained with a cutoff of 13 Å and
switching off the LJ LRC.90 Second, to make sure that our results are
not significantly affected by finite size effects, we repeated the sim-
ulation by doubling the size of the ice slab and the solution along
the z-axis for the NaCl system at T = 236 K. In this system, an ice
slab with 4096 molecules and 3.6 × 3.1 × 11.7 nm3 dimensions was
put in contact with a solution containing 6660 water molecules so
that the system dimensions are roughly 3.6 × 3.1 × 30.5 nm3. The
results obtained for both system sizes are the same within the sta-
tistical uncertainty of the simulations. In particular, the equilibrium
concentration was found to be 4.07(0.08) mol kg−1 in the small sys-
tem and 3.92(0.08) mol kg−1 in the large system. In Table II, mi is
the initial concentration of the solution, T is the temperature, m is
the average molality at equilibrium, tr is the time the systems are
simulated for, and ta is the time accounted to average the concen-
trations. The uncertainty in the average molality was estimated from
the standard deviation of the values used to calculate m.

Let us now look at how the simulated data compares with
the available experimental measurements in the literature. To aid
that comparison, the simulation freezing points were fitted to a
polynomial function of the form

ΔT(m) = −ν 1.998 m − b m1.5
− c m2, (15)

where m is the molality of the given salt expressed in mol kg−1 and
the first coefficient was fixed to the theoretical value RT2

mMw/ΔHm,
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FIG. 5. Freezing point depression of ice in contact with (a) NaCl, (b) KCl, (c) LiCl, (d) MgCl2, and (e) Li2SO4 aqueous solutions as a function of salt concentration, as
obtained from simulations using the Madrid-2019 model. Experimental data from the literature87–89 (see references therein for the original sources of the experimental
measurements) have been fitted to ΔT(m) = −ν 1.856 m − b m1.5 − c m2, and this fit is shown for comparison (blue line). For molalities below 0.1 (1:1) or 0.02 (1:2 and
2:1), the red lines (simulation results) are below the blue lines (experiments) in agreement with the expected limiting behavior at very low concentrations.

evaluated using the values for the melting temperature Tm and the
melting enthalpy ΔHm of the TIP4P/2005 model.49 The fitted param-
eters are provided in Table III. Note that for Li2SO4, the fit for the
simulated data was not included because the freezing point was cal-
culated for only one salt concentration. As can be seen in Fig. 5, the

agreement between the freezing point depression obtained with the
Madrid-2019 model and the experimental data87–89 is, in general, in
very good agreement for all the salts and at all the concentrations
considered (the experimental data are given in the supplementary
material). Looking into the results in more detail, it can be
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TABLE II. Details of the simulations to estimate the freezing point depression at 1 bar.
To assess the effect of changing the model parameters between the Madrid-2019
and the Madrid-2017 model for NaCl, the freezing point was estimated at T = 236 K
using both models (the asterisk indicates that the Madrid-2017 model was used). We
checked the possible existence of finite size effects by running a simulation with a
bigger system (indicated with a b super-index) and the cut-off effect by running a
simulation with a cut-off distance of 12 Å (indicated with a R super-index).

Salt mi (mol kg−1) T (K) ΔT (K) m (mol kg−1) tr (ns) ta (ns)

NaCl

1 247 −3 1.19(0.05) 1750 550
2 243 −7 2.13(0.08) 1500 700
4 236 −14 4.07(0.08) 1200 500
4∗ 236 −14 4.02(0.06) 1400 500
4b 236 −14 3.92(0.08) 1250 550
4R 236 −14 4.03(0.08) 1250 550
6 224 −26 6.24(0.05) 1100 400

KCl
1 247 −3 1.02(0.05) 1250 350
2 243 −7 2.20(0.05) 1100 400
4 236 −14 3.98(0.05) 900 300

LiCl

4 220 −30 4.48(0.04) 2100 400
4 225 −25 4.06(0.05) 1200 400
4 236 −14 3.30(0.05) 4300 450
6 200 −35 6.20(0.08) 2400 800

MgCl2
2 232.5 −17.5 2.15(0.05) 1050 750
3 215 −35 3.07(0.02) 1150 400

Li2SO4 3 233 −17 3.26(0.05) 1250 450

concluded that for NaCl, MgCl2, and specially for Li2SO4, the freez-
ing point depression is slightly underestimated with respect to the
experimental data over the whole salt concentration range. For KCl
and LiCl, the agreement with experiments is rather good for all the
salt concentrations.

FIG. 6. Evolution of the molality with time in the NaCl system at T = 236 K in the
three setups of the simulation, namely, using the system size adopted in this work
(3.6 × 3.1 × 11.7 nm3) using a 10 and a 12 Å cut-off (in both cases using the usual
LRC to the LJ contribution), and in a system twice larger in the dimension parallel
to the interface (3.6 × 3.1 × 30.5 nm3) using a 10 Å cut-off with the usual LRC to
the LJ contribution. The equilibrium values are represented with a solid line.

TABLE III. Parameters of the quadratic polynomial fit of the freezing point depression
of this work’s simulation results, ΔT = Tsolution

m − Tm, as a function of the salt con-
centration m. The function used for the fit is given by ΔT(m) = −ν 1.998 m − b m1.5

− c m2, where m is the molality of the given salt expressed in mol kg−1 and the first
coefficient is assigned the theoretical value RT2

mMw/ΔHm = 1.998, obtained using
the values of Tm and ΔHm for the TIP4P/2005 model, and ν is the number of ions per
mol of salt.

Salt b c

NaCl −1.639 0.683
KCl −1.565 0.665
LiCl −2.315 1.605
MgCl2 −6.859 5.676

As mentioned before, there are not many simulation studies of
the freezing point depression that can be used to compare the per-
formance of the Madrid-2019 model with other model potentials
commonly used in electrolyte aqueous solutions. We are only aware
of three previous estimates of the freezing point depression of water
for NaCl solutions, also obtained by using the direct coexistence
method, which have been included in Fig. 7 for comparison. The
first estimation was performed by Kim and Yethiraj15 who described
water using the TIP5P model, and the Åqvist92 and OPLS force fields
for Na+ and Cl−, respectively. Note that this model uses integer
charges for the ions. In the work of Soria et al.,17 the descent in
the melting point for a salt solution at a 2 mol kg−1 concentration
was estimated using the Joung Cheatham model for NaCl (that was
parameterized for SCP/E water and uses integer charges for the ions)
and the TIP4P/2005 model for water. This model yields a higher
point depression than the Madrid-2019 model, overestimating the
experimental result. Conde et al.16 performed a more systematic
study, covering several salt concentrations up to 4 mol kg−1. In
this case, the solution was modeled using also TIP4P/2005 and a
model with integer charges for NaCl.93 The agreement with experi-
ments is comparable to that obtained with the Madrid-2019 model.
The difference is that the results of Conde et al. slightly overes-
timate the experimental results, whereas the Madrid-2019 model
underestimates them.

Since the Madrid-2019 model modifies the NaCl parameters
with respect to a previous model fitted only to properties of this
salt (the Madrid-2017 model48) so that the same parameters can
be used in several saline solutions, it is pertinent to study whether
the freezing point depression is affected by this reparameterization.
In principle, since the two model potentials are quite similar, it is
expected that both will exhibit the same freezing point depression for
the NaCl +H2O system. We checked that this is indeed true by per-
forming additional direct coexistence simulations of the ice–NaCl
solution interface at T = 236 K, close to the experimental eutectic
point. As can be seen in Fig. 7, the value obtained with the model
Madrid-2017 coincides within the statistical uncertainty with that
provided by the Madrid-2019 model. Thus, we can conclude that
the slight modification of the parameters from the Madrid-2017 to
the Madrid-2019 model for NaCl does not change the performance
on the estimation of the freezing point depression.

The freezing point depression curves for all the studied salts
are gathered in Fig. 8(a), together with the experimental data. This
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FIG. 7. Freezing point depression of ice in contact with NaCl aqueous solutions as
a function of salt concentration obtained with the Madrid-2019 model, compared
to the results for other force fields taken from the literature. The Madrid-201716 ,17

data were obtained employing force-fields that use TIP4P/2005 for water. For this
reason, they provide the same results at low concentrations where the freezing
point depression is a colligative property. However, they differ at moderate and
high concentrations due to the different force field used for NaCl that provokes that
the curve of activity vs concentration is not identical. Kim and Yethiraj employed a
force-field that uses TIP5P for water, which predicts a lower value of the constant
of proportionality of Eq. (11) (see Table V). This explains why this model underesti-
mates the freezing point depression. The melting point of pure water for TIP5P was
taken as 272 K.66 Tsolution

m taken from Ref. 17 is the one obtained by the chemical
potential route, 242 K.

figure illustrates that the Madrid-2019 model provides a good over-
all description of the effect different salts have on the equilibrium
ice–solution curves for all the salts and at all concentrations con-
sidered. As described in Sec. II, the freezing point depression, if the
mixture were ideal, can be easily computed from the chemical poten-
tials of ice and water in the pure system, and these results have been
included in Fig. 8(b) for comparison. Note that there are two ideal
curves depending on the number of ions present in the salt (two
ions per salt molecule in 1:1 salts and three ions per salt molecule
in 2:1 and 1:2 salts). These curves were calculated using the experi-
mental water activity,85 from which it is straightforward to calculate
Δμ0
(ΔT)/RT, and solving Eq. (12) for different values of the water

molar fraction xwat . As can be seen in Fig. 8(b), the freezing point
exhibits small deviations from the ideal behavior (i.e., lower than
0.4 K) for concentrations lower than 1 mol kg−1 for 1:1 electrolytes
and for concentrations lower than 0.35 mol kg−1 for 1:2 or 2:1 elec-
trolytes. Above these concentrations, deviations from ideal behavior
are clearly visible.

IV. DISCUSSION
One might think that if the freezing point depression is in good

agreement with experiments, this means that the force field should
also provide accurate estimates of the activity of water as a function
of supercooling and as a function of salt concentration, as well as of
the activity of salt (or the salt osmotic coefficient). In what follows,
we will show that this is not entirely true.

FIG. 8. Freezing point depression curves for different salty aqueous solutions. (a)
Comparison between the experimental data (solid lines) and the simulation results
with the Madrid-2019 model (dashed lines). (b) Comparison between the experi-
mental data (solid lines) and the ideal behavior (dashed lines). The ideal behavior
was calculated using the experimental water activity,85 from which it is straight-
forward to calculate Δμ0(ΔT)/RT , and solving Eq. (12) for different values of the
water molar fraction xwat . The experimental eutectic points are marked with empty
circles.

A. Activity of water as a function of supercooling
The natural logarithm of the water activity as a function of

supercooling, ln awat(ΔT), for the TIP4P/2005 model [calculated
using Eq. (13)] is given in Table IV and represented in Fig. 9,
along with experimental data taken from Ref. 85. As can be seen
in Fig. 9(a), the TIP4P/2005 yields results that are in reasonable
agreement with experiments, but there is a small deviation as super-
cooling increases. How can we explain these differences? As given in
Ref. 86, the logarithm of the water activity along the freezing curve
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TABLE IV. Simulation results of the water activities (awat) and activity coefficients
(γwat) for the different salts along the freezing depression curve. Δμ0(Tsolution

m ) is
the chemical potential difference between ice and pure water at the freezing point of
the considered solution.

Salt m (mol kg−1) Tsolution
m (K) Δμ0

RTsolution
m

awat γwat

NaCl

2 244.06 −0.054 0.948 0.982
3 240.26 −0.088 0.916 0.966
4 235.91 −0.126 0.881 0.945
6 225.54 −0.215 0.807 0.894

KCl
2 243.72 −0.057 0.945 0.979
3 240.01 −0.090 0.914 0.963
4 235.91 −0.126 0.881 0.945

LiCl

2 242.83 −0.065 0.937 0.971
3 235.95 −0.126 0.882 0.929
4 226.89 −0.204 0.816 0.874
6 202.19 −0.385 0.680 0.754

MgCl2
2 234.78 −0.136 0.873 0.904
3 216.54 −0.286 0.752 0.792

can be expanded as a polynomial function of ΔT, whose linear term
is given by ΔHm/RT2

m, where Tm and ΔHm are, respectively, the
melting temperature and the melting enthalpy of pure water. The
first term of this expansion is shown in Fig. 9(b) with a dotted line.
As can be seen, this term alone already gives a fairly accurate estima-
tion of the water activity, especially in the experimental case in which
both lines are practically overlying. For TIP4P/2005, this approxi-
mation is also fairly good, but it slightly deteriorates as temperature
decreases. From these results, we can conclude that by looking at
the value of ΔHm/RT2

m, one can get a first indication on whether
the water model provides a reasonable estimate of the water activ-
ity. The value of this quantity for several popular water models is
given in Table V. It seems clear from these data that TIP4P/2005 is
the model that gives a better estimation of the water activity, fol-
lowed by TIP4P/Ice, being TIP5P the one with larger deviations
from experiments.

However, coming back to the differences between the exper-
imental activity and that predicted by the TIP4P/2005 model, we
have just seen that ΔHm/RT2

m explains much, but not all the discrep-
ancy between experiments and the TIP4P/2005 model, especially as
temperature decreases. To explain these differences, we resort to
the expansion of the chemical potential difference between ice and
water,91

Δμ0
=

ΔHmΔT + ΔCp,m(ΔT)2
/2

Tm
, (16)

where ΔCp,m is the difference between the heat capacity at constant
pressure of pure water and ice at the melting point of pure water.
Equation (16) can be obtained from the chemical potential differ-
ence between ice and water that is obtained when the heat capacity
difference ΔCp is assumed to be constant and equal to its value at the
melting temperature ΔCp,m,94

Δμ0
= ΔHm(

T
Tm
− 1) + ΔCp,mT[

Tm

T
− 1 − ln(

Tm

T
)]. (17)

FIG. 9. (a) Comparison of the natural logarithm of the water activity as a function
of the freezing point depression for the TIP4P/2005 water model (red line) and
from experiments taken from Ref. 85 (black line). (b) and (c) The natural logarithm
of the water activity is compared with (b) an estimate obtained from the first term
of the expansion taken from Ref. 86, which is given by (ΔHm/RT2

m)ΔT , and (c)
with that obtained using the two terms of the expansion given in Ref. 91. In both
figures, solid lines are the exact values and the dotted lines are the estimates from
the expansions.
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TABLE V. Evaluation of the factor ΔHm/RT2
m for pure water that provides the lin-

ear coefficient of a polynomial expansion of ln awat as a function of the freezing
point depression ΔT for different water models typically used to study salt solutions,
together with the experimental value. Data for TIP4P/2005 were taken from Ref. 49,
for TIP4P/ice from Ref. 69, and for TIP5P from Ref. 64. The last coefficient of the
table yields the coefficient of the freezing point depression of an ideal solution [see
Eq. (11) of the main text].

Model Tm (K)
ΔHm

(kcal mol−1)
ΔHm/RT2

m
(×103 K−1)

RT2
mMw/ΔHm

(K kg mol−1)

TIP4P/2005 250 1.125 9.06 1.998
TIP4P/Ice 270 1.29 8.80 2.048
TIP5P 272 1.75 11.90 1.514
Exp 273.15 1.44 9.71 1.856

This equation is exact (within the ΔCp = ΔCp,m approximation).
Substituting T by Tm + ΔT in Eq. (17) and doing a Taylor expan-
sion with respect to ΔT, one arrives at Eq. (16). Thus, Eq. (16)
is approximate, whereas Eq. (17) is exact (within the ΔCp = ΔCp,m
approximation).

From Eq. (13), it follows that Δμ0
= RT ln(awat). The heat

capacities of ice and water at melting of TIP4P/2005 were taken from
Ref. 95, whose values are Cp,ice(T = 250 K) = 13.890 cal mol−1 K−1

and Cp,wat(T = 250 K) = 24.058 cal mol−1 K−1. For the experiments,
we used Cp,ice(T = 273 K) = 9.015 cal mol−1 K−196 and Cp,wat(T
= 273 K) = 18.013 cal mol−1 K−1.97 ln(awat) estimated from
this route is compared with the exact value in Fig. 9(c) and
now both the experimental activity and that predicted with
TIP4P/2005 are practically coincident with that obtained from
Eq. (16) (using, respectively, the experimental and simulated
enthalpy of fusion and the heat capacity change at melting). Thus,
although the value of the term ΔHm/RT2

m is enough to qualita-
tively understand the differences between experiments and sim-
ulations, the change of heat capacity at melting must also be
taken into account to fully understand the discrepancies. Note
that ΔCp,m adopts fairly similar values in experiments (ΔCp,m

= 8.998 cal mol−1 K−1) and in the TIP4P/2005 model (ΔCp,m

= 10.168 cal mol−1 K−1), but the slope of the heat capacity of ice is
not well reproduced by classical simulations, as this property is sig-
nificantly affected by nuclear quantum effects that must be explicitly
incorporated in the simulations.95

B. Osmotic coefficient as a function of salt
concentration

Another condition that the force-field should fulfill to repro-
duce the freezing point depression is that it should describe how
the activity of water changes with the concentration of salt. This last
dependence is captured by the osmotic pressure, i.e., the pressure
at which a solution and the solvent separated by a semipermeable
membrane are in equilibrium. Related with the osmotic pressure,
one can also measure the osmotic coefficient that can be calculated
using the Lewis–Randall definition,

ϕ(T, p, m) = −
ln awat(T, p, m)

νmMwat
, (18)

where ν is the number of ions that result from the dissociation of
a salt molecule. In the literature, it is common to find the varia-
tion of the osmotic coefficient with the salt concentration at constant
temperature and pressure. However, the present simulations do not
provide enough information to construct the whole activity curve
as a function of both temperature and salt concentration. However,
if we combine the activity of water as a function of supercooling,
awat(ΔT), and the freezing point depression as a function of the salt
concentration, ΔT(m), we can estimate the osmotic coefficient of
the salt along the freezing curve. Note that awat(ΔT) is a universal
curve for all the salts,4 but ΔT(m) is different for each salt.

As can been seen in Fig. 10, the osmotic coefficient shows only
a mild dependence with temperature. The experimental data at 273
and 298 K are fairly close to each other.98 Coherently with this obser-
vation, the osmotic coefficient along the freezing depression curve,
obtained from the Lewis–Randall expression in conjunction with
the experimental data for awat(ΔT) from Ref. 85 and ΔT(m) from
Ref. 89, is in good agreement with the curves at constant tempera-
ture from Ref. 98, especially with that at T = 273 K up to 3 mol kg−1.
Thus, we can conclude that the osmotic coefficient calculated at the
freezing depression curves gives a reasonable estimate of the osmotic
coefficient at 273 K.

Once we confirmed that the osmotic coefficient only exhibits
a small dependence with temperature, we again used the
Lewis–Randall expression but now with the data obtained from sim-
ulations with the Madrid-2019 model for awat(ΔT) and ΔT(m). The
results are shown in Fig. 10(b), together with the osmotic coefficient
for other force-fields at 298 K taken from Ref. 7. The Madrid-2019
model underestimates the osmotic coefficient up to about a 20%,
but the predicted curve runs almost parallel to the experimental one
above a 1 mol kg−1 concentration. We have included in Fig. 10(b) the
osmotic coefficient evaluated using the larger system. Although its
value is slightly closer to the experimental one, the deviation is still
large, showing that finite size effects are not responsible for the devi-
ation between experiment and the value of the osmotic coefficient
predicted by the Madrid-2019 force field. The osmotic coefficient is
related to the variation of the chemical potential of water when salt
is added.

The osmotic coefficients of the other force-fields included in
Fig. 10 exhibit even larger departures from experiment, failing to
reproduce the correct dependence with salt concentration. This
includes the popular Joung–Cheetham force-field (that uses SCP/E
for water) and two polarizable force-fields, all with integer charges.
These models correctly predict the osmotic coefficient at low con-
centrations but fail to capture the dependence with salt concentra-
tion. Thus, it seems that although the Madrid-2019 model does not
give the correct absolute value (due to the use of scaled charges), it
provides the best dependence with concentration.

C. Freezing point depression
In Secs. IV A and IV B, we have seen that the Madrid-2019

model does not give an accurate description of either the water
activity or the osmotic coefficient, so how is it possible that this
model gives a reasonable description of the freezing point depres-
sion? The reason is that there is a cancellation of errors between the
water activity and the salt osmotic coefficient. The overestimation of
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FIG. 10. Osmotic coefficient of a NaCl solution. (a) Experimental data at T = 273 K
and T = 298 K from two different sources (Exp1 from Ref. 98 and Exp2 from Ref.
99) are shown in green lines, finding an excellent agreement between both sets of
data. The estimate obtained from the Lewis–Randall expression using the experi-
mental data [awat(ΔT) from Ref. 85 and ΔT(m) from Ref. 89] is designated as
Exp (freezing line) JCED 2018. The results provided by the Madrid-2019 model are
also shown. (b) The osmotic coefficients for other electrolyte models (at T = 298 K
taken from Ref. 7) are compared with the Madrid-2019 model and experimental
data. JC stands for the non-polarizable Joung–Cheatham force field tailored to
SPC/E water.22 AH/SWM4-DP100 and AH/BK3101 are both aqueous alkali halide
force fields tailored to the polarizable models of water SWM4-DP102 and BK3.103

For the Madrid-2019 model, besides the results obtained from the fit, the data
calculated from the freezing point depressions given in Table II are also shown.

the water activity of the TIP4P/2005 model is compensated by the
description of the impact of adding salt to the solution.

D. Target freezing point depression
Now that we have better understood what the contribu-

tions of the water activity and the salt osmotic coefficient to the

FIG. 11. Target freezing point depression curves for the NaCl (a), KCl (b) and
LiCl (c) solutions for a model that properly reproduces the change of the activity
of water as a function of the salt concentration. These curves take into account
that the TIP4P/2005 model does not correctly reproduce the activity of water as a
function of supercooling.
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estimation of the freezing point depression are, it is pertinent to
analyze what the desired behavior for a good model of electrolyte
solutions should be. As we have just seen, some of the deficien-
cies of the electrolytes force-fields describing the freezing point
depression arise from deficiencies of the considered water model to
reproduce the water activity. The changes in the chemical potential
of salt and the activity of water are related by the Gibbs–Duhem
relation [Eq. (14)]. If a force-field correctly reproduced the water
activity for any value of m, that means that it would also repro-
duce the osmotic coefficient and the activity coefficient of the salt,
as the osmotic coefficient and the ln γ are related to each other at
constant temperature and pressure.84 Making the approximation
that the changes in the osmotic coefficient (and, consequently, in
the logarithm of the activity coefficient of the salt, ln γ) with tem-
perature at constant composition are small, we can calculate the
target freezing point in the following way. First, for a given salt
molality, m, we look for the experimental freezing point depres-
sion [ΔTexp in Fig. 9(a)]. Second, for this value of ΔTexp, we look
for the experimental value of ln awat [Fig. 9(a)]. Third, we see for
which ΔT, the water model gives the experimental ln awat , and this
would be the target freezing point depression ΔTtarget for molality
m [Fig. 9(a)]. In this way, we are subtracting the inherent error
coming from the inability of the water model to give the right val-
ues of the water activity. This target curve is approximate, since
it was obtained by disregarding the variation of ϕ or ln γ with
temperature. However, as can be seen by comparing the experimen-
tal osmotic coefficient of NaCl along the freezing curve and at T
= 273 K shown in Fig. 10(a), this is a fairly good approximation up
to 4 mol kg−1 and reasonable beyond that concentration. The tar-
get freezing depression curve for NaCl using the TIP4P/2005 model
for water is given in Fig. 11. If we want to have a model for NaCl
solutions using TIP4P/2005 that correctly describes the salt osmotic
coefficient, we should aim to reproduce this target curve, rather than
the true experimental one. In this case, when fitting or testing the
model parameters, one should aim to overestimate the freezing point
depression following the target curve. Note that this curve is univer-
sal for any NaCl solution model that uses TIP4P/2005 to describe
water. Similar target curves have been estimated for other salts [KCl
in Fig. 11(b) and LiCl in Fig. 11(c)]. Note that the larger departures
of the target from the experimental curve are observed for LiCl, as
this salt is the one for which the eutectic point appears at higher salt
concentrations.

V. CONCLUSIONS
In this work, we have shown that the Madrid-2019 model

provides a faithful description of the experimental freezing point
depression of five salt solutions (NaCl, KCl, LiCl, MgCl2, and
Li2SO4) at concentrations up to the eutectic point. The best agree-
ment is obtained for KCl and LiCl, whereas the freezing point
depression of NaCl, MgCl2, and Li2SO4, is slightly underestimated
over the whole concentration range that covers up to the eutectic
point. By analyzing the possible causes of the differences between
the simulated and experimental data, we discovered that the water
model TIP4P/2005 introduces some error in the water activity
along the freezing curve. Thus, when fitting or testing the good-
ness of an electrolyte model, it is wise not to try to reproduce
the experimental freezing point, but rather one should target a

freezing depression curve obtained by subtracting the error intro-
duced by the use of a water model that does not reproduce exactly
the activity of water. Otherwise, the electrolyte model can only pro-
vide an accurate estimation of the freezing point depression by a
cancellation of errors between the description of the water activ-
ity and the salt osmotic coefficient. We have also seen that the
Madrid-2019 model underestimated the osmotic coefficient of NaCl
over the whole concentration range, but at molalities higher than
1 mol kg−1, the simulated and experimental curves run parallel to
each other. This underestimation of the osmotic coefficient compen-
sates to some extent the higher activity of water of the TIP4P/2005
model for a certain supercooling, thus yielding reasonable freez-
ing curves due to a certain cancellation of errors. In the future, it
would be of interest to check the performance of other force fields of
electrolytes for predicting the freezing point depression. Note that
reproducing the freezing point depression without cancellation of
errors would require a water model with the right melting tempera-
ture and melting enthalpy and a force field of ions able to reproduce
the osmotic coefficient up to high concentrations for temperatures
well below the melting temperature of pure water. Certainly a force
field like that has not been proposed so far. The Madrid-2019 force
field is far from being perfect, but it does a reasonable job in describ-
ing the experimental results. This adds to number of properties
whose description improves with the Madrid-2019 model as com-
pared to other non-polarizable models with integer charges, which
include the densities, viscosities, and diffusion coefficients of salt
solutions at atmospheric conditions and up to the solubility limit,33

and even the solubility limit of NaCl.48 The trade-off is that these
type of potentials are not adequate to describe properties of pure
salts8,57 (either in solid or liquid state), in which the charge distribu-
tion of the ions is expected to be very different from that in aqueous
solution.

We hope the freezing point depression becomes a standard
property to be tested when proposing force fields for electrolytes
as its determination is relatively straightforward and feasible with
current computational resources. In addition, it provides easy and
straightforward information about the osmotic coefficient elec-
trolyte solutions. The osmotic coefficient is calculated easily but
unfortunately not along an isotherm but along the freezing point
depression curve.

SUPPLEMENTARY MATERIAL

See the supplementary material for an ASCII with the exper-
imental freezing point depression data obtained from Refs. 87–89
(see references therein for the original sources of the experimental
measurements).
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39E. Pluhařová, P. E. Mason, and P. Jungwirth, “Ion pairing in aqueous lithium
salt solutions with monovalent and divalent counter-anions,” J. Phys. Chem. A
117, 11766–11773 (2013).
40M. Kohagen, P. E. Mason, and P. Jungwirth, “Accurate description of calcium
solvation in concentrated aqueous solutions,” J. Phys. Chem. B 118, 7902–7909
(2014).
41M. Kohagen, P. E. Mason, and P. Jungwirth, “Accounting for electronic polar-
ization effects in aqueous sodium chloride via molecular dynamics aided by
neutron scattering,” J. Phys. Chem. B 120, 1454–1460 (2015).
42E. Duboué-Dijon, P. E. Mason, H. E. Fischer, and P. Jungwirth, “Hydration and
ion pairing in aqueous Mg2+ and Zn2+ solutions: Force-field description aided by
neutron scattering experiments and ab initio molecular dynamics simulations,”
J. Phys. Chem. B 122, 3296–3306 (2017).

J. Chem. Phys. 156, 134503 (2022); doi: 10.1063/5.0085051 156, 134503-15

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://doi.org/10.1103/physrevlett.95.148501
https://doi.org/10.1038/35020537
https://doi.org/10.1063/1.448024
https://doi.org/10.1063/1.4812362
https://doi.org/10.1016/j.fluid.2015.05.012
https://doi.org/10.1063/5.0012102
https://doi.org/10.1016/0009-2614(77)85375-x
https://doi.org/10.1088/0953-8984/20/15/153101
https://doi.org/10.1016/j.molliq.2006.12.011
https://doi.org/10.3189/172756406781811646
https://doi.org/10.1039/c9cp05436g
https://doi.org/10.1039/c9cp05436g
https://doi.org/10.1039/d1cp01733k
https://doi.org/10.1063/1.2979247
https://doi.org/10.1016/j.molliq.2018.03.126
https://doi.org/10.1016/j.molliq.2018.03.126
https://doi.org/10.1063/1.5008889
https://doi.org/10.1063/1.4939641
https://doi.org/10.1063/1.445869
https://doi.org/10.1063/1.445869
https://doi.org/10.1063/1.1683075
https://doi.org/10.1021/j100308a038
https://doi.org/10.1021/jp8001614
https://doi.org/10.1021/jp8001614
https://doi.org/10.1080/00268976.2016.1165296
https://doi.org/10.1080/00268976.2016.1165296
https://doi.org/10.1016/j.fluid.2018.03.006
https://doi.org/10.1063/1.4926840
https://doi.org/10.1063/1.4906320
https://doi.org/10.1063/1.4964725
https://doi.org/10.1021/acs.chemrev.5b00742
https://doi.org/10.1021/jp809782z
https://doi.org/10.1021/acs.jctc.7b00846
https://doi.org/10.1016/j.molliq.2016.09.089
https://doi.org/10.1080/00268976.2019.1645901
https://doi.org/10.1080/00268976.2019.1645901
https://doi.org/10.1063/1.5121392
https://doi.org/10.1021/jp306847t
https://doi.org/10.1063/1.4894500
https://doi.org/10.1063/1.3060164
https://doi.org/10.1021/ct1002048
https://doi.org/10.1039/c0cp01971b
https://doi.org/10.1021/jp402532e
https://doi.org/10.1021/jp5005693
https://doi.org/10.1021/acs.jpcb.5b05221
https://doi.org/10.1021/acs.jpcb.7b09612


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

43T. Martinek, E. Duboué-Dijon, Š. Timr, P. E. Mason, K. Baxová, H. E. Fischer,
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