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ABSTRACT

The calculation of the interfacial free energy between two thermodynamic phases is crucial across various fields, including materials sci-
ence, chemistry, and condensed matter physics. In this study, we apply an existing thermodynamic approach, the Gibbs-Cahn integration
method, to determine the interfacial free energy under different coexistence conditions, relying on data from a single-state calculation at
specified pressure and temperature. This approach developed by Laird et al. [J. Chem. Phys. 131, 114110 (2009)] reduces the computational
demand and enhances efficiency compared to methods that require separate measurements at each thermodynamic state. The integration
scheme computes the excess interfacial free energy using unbiased constant volume, temperature, and number of particle simulations (NVT),
where the two phases coexist, to provide input for the calculations. We apply this method to the Lennard-Jones and mW water models for
liquid-solid interfaces, as well as the Lennard-Jones and TIP4P/2005 models for liquid—vapor interfaces. Our results demonstrate the accuracy
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and effectiveness of this integration route for estimating the interfacial free energy along a coexistence line.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0233420

I. INTRODUCTION

The study of interfaces between different thermodynamic
phases holds critical significance in various scientific and indus-
trial domains. Interfaces are pivotal in understanding a wide array
of physical phenomena, such as freezing,"* nucleation,” confine-
ment,” as well as multiple technological® and biological ** processes.
Special focus has been devoted to the study of the solid-liquid
interface;”” " however, it is important to note that its comprehen-
sive study is far from trivial due to its inherent complexity.’

One of the pioneering contributions to the thermodynamic
understanding of interfaces can be attributed to Gibbs. In his sem-
inal work,'® he introduced the concept of the interface between
two different phases as a zero-width plane, often referred to as
the “Gibbs’ dividing surface.” Gibbs associated this plane with the
surplus of thermodynamic properties of the two phases once the
interface is formed. Among the different parameters to characterize

the properties of an interface, a key quantity is the interfacial free
energy (y), which quantifies the reversible work needed to gen-
erate an interface per unit of area. Later, Cahn reformulated this
formalism using Cramer’s rule so that the excesses of extensive
properties are expressed through differential coefficients given by
determinants that are composed of extensive properties of the inter-
face.”” In such a way, there is no need for using the dividing
surface.

In the case of liquid-solid interfaces, determining the
liquid-solid interfacial free energy (y,,) is not straightforward gen-
erally due to the high computational cost associated with its calcu-
lation. As will be formulated later, y,, cannot be directly measured
from a liquid-solid coexisting system and requires more sophis-
ticated approaches to be calculated. One of the methods relies
on the measurement of crystal nucleation rates in supercooled
fluids. Within the framework of the Classical Nucleation Theory
(CNT),"" " the estimation of y, is possible as a function of the
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saturation.” " Another experimental indirect approach consists in
measuring the angle a liquid droplet forms with a solid surface.”"””
However, issues such as evaporation, swelling, or surface imperfec-
tions affect accuracy, and the surface must be flat and chemically
uniform. Deviations from these ideal conditions cause hysteresis
between wetting and dewetting, which leads to non-unique contact
angle measurements and makes the Young equation unsuitable for
calculating solid-liquid interfacial energy.”’ All the intricacies and
necessary approximations in experimental efforts to ascertain the
liquid-solid interfacial free energy (y,)”" " underscore the growing
significance of numerical approaches through molecular simulations
to estimate this quantity. This growing importance is evident in the
substantial body of research dedicated to developing and refining
different computational methods. In fact, in the past two decades,
a multitude of innovative methodologies have emerged in response
to this need. Direct measurements of the interfacial free energy
can be performed through various techniques, such as cleaving,’”
tethered Monte Carlo,'” metadynamics,’® mold integration, 13,39 cap-
illary wave fluctuations,'® Gibbs-Cahn integration,”’ and other
related thermodynamic integration schemes.”" *’ These techniques
have demonstrated their capability to yield reliable estimates of
the liquid-solid interfacial free energy for various crystallographlc
planes and a wide array of condensed matter systems.””'"'>?0% 2
It shall be noted that regardless of their success in the calculation of
such an elusive quantity, all existing techniques come with varying
degrees of computational cost and implementation complexity.

In this work, we apply the Gibbs-Cahn integration
method,”””*** which allows for the determination of the interfacial
free energy, y, along the coexistence line, provided that the value
of y is known for one thermodynamic state. By integrating the
Gibbs-Cahn equation (a first-order differential equation), we can
determine y at other points along the coexistence line. This bears
some resemblance to the Gibbs-Helmholtz relation,”” which allows
determining the change in chemical potential with temperature.
With such a method, the enthalpy is integrated, and therefore, it
has to be known along the integration pathway. The accuracy of the
Gibbs-Cahn method relies heavily on the precise determination of
y at a single state point. Although we apply this approach for both
liquid-solid and liquid-vapor interfaces, the latter case does not
strictly require this methodology as there are more direct ways of
obtaining y for liquid-vapor systems. In what follows, we detail the
methodology that enables the calculation of y along the coexistence
line using straightforward unbiased simulations.

Il. METHODOLOGY

In the Gibbs framework, the dividing surface separates the two
bulk phases, and the surface excess quantities represent the devia-
tion of the system’s real properties from the properties that would
be obtained if the two bulk phases extended uniformly to the inter-
face. In this framework, the excess energy, entropy, and number of
particles per surface area for a system of two coexisting phases, 1 and
2, are given by

e=(E-piVi—p5Va)/A, (1)

n=(S=piVi-psV2)/A, @)

ARTICLE pubs.aip.org/aipl/jcp

I=(N-pY'Vi-pdV)/A, (3)

where ¢, 77, and I are the surface excess energy, entropy, and number
of particles per surface area, respectively, associated with the pres-
ence of an interface. A is the interfacial area and E, S, and N are the
total energy, entropy, and number of particles of the system contain-
ing both phases in coexistence, respectively. p¥, p°, and p" are the bulk
densities of energy, entropy, and number of particles, respectively.
V is the volume of each phase denoted as 1 and 2. The values of e, #,
and T' depend on the arbitrary choice of the dividing interface.
Among all possibilities, the equimolar dividing surface is usu-
ally chosen and it is defined as that for which the value of T' =0
(i.e., the surface density of excess molecules is zero).

Alternatively, the formalism of Cahn,””” which builds on
the work of Gibbs, uses a layer of finite thickness. In this case,
Egs. (1)-(3) still apply although they correspond to the layer instead
of the dividing surface. Cahn uses Cramer’s rule to propose a com-
pact thermodynamic description employing determinants of exten-
sive properties.”” A particular choice of extensive variables makes
this approach equivalent to the one of Gibbs for the equimolar
dividing surface. By using Cahn’s approach in such a form, it was
shown in Refs. 47, 53, and 54 that for liquid-solid interfaces, the
interfacial free energy dependence along the coexistence line can be
obtained from thermodynamic integration schemes. In particular,
for a monocomponent system of cubic geometry under hydrostatic
stress, the following expression was suggested in Ref. 47:

d(y/T) —o3| e(T) 2e(T) (dps
7] nir [ 2008 ]

which can be integrated to yield

T
Y Yoo [T erys 4D 2D
o T, 7 " 3p(T)T

2¢(T) (ZPT )] i, G5)

where y is the interfacial free energy per surface atom: y, = p;Z/ s

(with p_being the solid number density and y, being the liquid-solid
interfacial free energy) and 7 is the interfacial stress, which can be
defined™® "’ as

T= [: [pn(x) - pr(x)]dx = %(fm -pr), )

where Ly is the long side of the simulation box (perpendicular to
the interfaces in our simulations) and p,, and p; are the normal
and tangential components of the pressure tensor with respect to the
interfaces. p,. refers to the average over the two tangential directions.
To improve statistics, the tangential component is averaged over
the two tangential directions, which are equivalent to each other.
Factor 2 accounts for the existence of two interfaces when perform-
ing simulations under periodical boundary conditions. Equation (5)
is the key equation to solve here: it can be used to predict y at
any temperature T (and pressure along the coexistence line) once
a value for the interfacial free energy (y,) at a given temperature
(To) and pressure is calculated. We note that cubic geometry was
assumed, which in the case of hexagonal ice is an approximation.
Nevertheless, the interfacial free energy of cubic ice is very similar to
that of hexagonal ice,'” so we do not expect this approximation to
have any significant effect. Note that all properties of the integrand
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of Eq. (5) are computed along the liquid-solid coexistence curve
(so that when T changes p changes to the corresponding value of the
coexistence curve). A requirement to solve Eq. (5) is to know how
the interfacial excess energy (e) depends on T, which can be easily
computed through Eq. (1). The energy densities for the bulk phases
can be computed by performing NpT simulations of bulk phases
1 and 2 separately. The total energy (E) is obtained from a Direct
Coexistence (DC) simulation.’ DC simulations are performed in
the canonical ensemble, and in such simulations, the two coexisting
phases are in direct contact forming two interfaces separating them.
The volume occupied by each coexisting phase (V; and V) is easily
calculated knowing the coexisting density of each phase (previously
calculated through NpT simulations). To do so, we take into account
that the layer in the formalism of Cahn is defined by flat planes and
that we choose to use it in the form that is equivalent to setting the
Gibbs dividing surface at T = 0 [see Eq.(3)] to obtain V; and V, by
solving

L et @)
N=piVi+p, V2

where N and V are input simulation parameters. We stress the fact
that it is essential to ensure in DC simulations that the solid crystal
lattice is not strained under the imposed temperature and simulation
box dimensions (i.e., remains at the equilibrium solid density).

Finally, we need to obtain 7 [Eq. (6)] in order to solve Eq. (5).
This is another straightforward measurement, directly inferred from
the DC simulations, since the pressure tensor can be directly cal-
culated during the simulation. In summary, the present methodol-
ogy requires performing a small amount of unbiased simulations
(NVT DC simulations + bulk crystal and bulk fluid simulations)
to obtain the dependence of the interfacial excess energy (e) and
the excess interfacial stress (1) with temperature, and once y,, is
known for a given coexistence point, we can predict the liquid-solid
interfacial free energy along the coexistence line.

As discussed in Ref. 62, the described framework is useful for
interfaces containing solids. For fluid-fluid interfaces, the same for-
malism applies but becomes simpler. In particular, Eq. (4) can be
rewritten (see the supplementary material) as

However, for fluid-fluid interfaces, 7 = y, which makes the sec-
ond term in the right-hand-side zero. While solids may present
strained states, such as the stretching or compression of the lat-
tice, fluids do not do so due to their capability to reorganize their
structure upon temperature/pressure variations in a given simula-
tion box. That is, for a given thermodynamic state, the fluid—fluid
interfaces adapt to reach always the same density but solids can be
forced to a different density if their lattice is strained. Another way
to see this is that the density of a fluid phase is not a variable of the
state of the interfacial system, whereas a solid, which is constrained
by its structure, requires this variable to describe the thermody-
namic state. Therefore, for liquid-vapor interfaces, the interfacial
free energy along the coexistence line can be obtained as

YT (1 1 Yiw/T Vi
Y L) o / d(i)
[/To e( T) ( T) Yivo/ To T (9)
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which after integrating the expression results in

S A5)3) o)
+ el = Jd| = ),

1/To T T

where y,, refers to the liquid-vapor interfacial free energy. e(1/T)
denotes dependence on 1/T of the excess energy.

In this work, we exploit the thermodynamic integration
approach for computing y along the liquid-solid coexistence line of
the Lennard-Jones potential and the mW water model and for the
liquid—vapor coexistence line of the Lennard-Jones and TIP4P/2005
water model.

T To

I1l. SIMULATION DETAILS

We employ the Broughton and Gilmer (BG) truncated
Lennard-Jones potential,’”” the atomistic non-polarizable
TIP4P/2005 water model,"” and the mW® coarse-grained
water model. The potentials for all these models can be found in
the supplementary material (Sec. SI). Simulations were performed
with the Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS)® molecular dynamics package for the case of the
Lennard Jones and mW potentials and the GROMACS molecular
dynamics package® (version 4.6.7) for the TIP4P/2005 model.

For the Lennard-Jones BG potential, we fix e=1,0=1,m =1
and use reduced units, indicated with the symbol * (further details
can be found in the supplementary material), where T* = kgT/e. We
perform DC simulations in the NVT ensemble, keeping the tem-
perature constant with the Nosé—Hoover thermostat.”” *’ For the
simulations in the NpT ensemble (i.e., bulk liquid or bulk crystal sys-
tems), we fix the pressure with the Nosé-Hoover barostat.”” *’ The
relaxation times are 1 and 10 (in reduced time units) for the thermo-
stat and barostat, respectively. We integrate the equations of motion
using the velocity-Verlet integrator. The simulation time step cho-
sen is 0.001 in reduced time units. We carry out mold integra-
tion calculations'” using the LAMMPS mold package®® developed
by us.

For the simulations of the mW model in LAMMPS, we set the
relaxation time of the thermostat and barostat at 0.1 and 0.5 ps,
respectively. The simulation time step chosen is 5 fs. The forces
calculated using the mW model vanish at a cut-off distance of
rc = ao = 1.8, with ¢ = 2.3925 A being the water molecular diameter
as proposed in Ref. 64. The same barostat and thermostat as in the
Lennard-Jones BG simulations were used.

For the TIP4P/2005 simulations, we employ GROMACS.
The v-rescale (Bussi-Donadio-Parrinello) thermostat’’ is used
in both NVT and NpT simulations. For NpT simulations, the
Parrinello-Rahman barostat’" is also used to keep the pressure con-
stant. We integrate the equations of motion using the leap-frog
integrator.”” The simulation time step chosen is 0.002 ps, and the
thermostat and barostat relaxation times are 2 and 0.75 ps, respec-
tively. For the TIP4P/2005 potential, we set the cutoff of both dis-
persive interactions and the real part of the electrostatic interactions
at 1.3 nm using a switch radius at 1.2 nm,” and no long-range dis-
persion corrections for energy and pressure are applied. Long-range
Coulombic interactions were treated with the Particle-Mesh Ewald
(PME) solver.”*”> We keep the O-H bond length (0.9572 A) and
H-O-H angle (104.52°) values constant with the LINCS algorithm
implemented in GROMACS.”®
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IV. RESULTS AND DISCUSSION

A. Thermodynamic integration of y along
the liquid-solid coexistence line of Lennard-Jones
particles

We begin by applying the Gibbs-Cahn thermodynamic inte-
gration methodology to the study of y, along the liquid-solid
(face centered cubic, fcc) coexistence line of the Lennard-Jones BG
potential. The coexistence line in the p* — T* plane indicates the
coexistence conditions between the liquid and solid phases. Such
a curve is shown in Fig. 1 for the Lennard-Jones BG and mW
models, which will be studied later. In order to determine the coex-
istence conditions, we performed direct coexistence simulations in
the NpT ensemble. Further details on how to obtain the coexistence
conditions are detailed in Sec. SII of the supplementary material.

We first illustrate the thermodynamic integration methodology
for the (110) plane of the fcc phase in the BG model. We prepare
a NVT DC simulation containing ~10 000 particles, and we obtain
E [to later use it in Eq. (1)], as well as 7 from Eq. (6). It is crucial to
set the correct box dimensions for NVT DC simulations. Since the

(a) Lennard-Jones BG
T T T T

T T T T
15r 7% This work T
« Davidchack & Laird, JCP (2003)
- 10+ /,r/ 4
| o
\O_J/ &
> 5l ‘ i
//I/,/
ok g ]
1 1 1 1 1
0.6 0.8 1 1.2 1.4
T>I<
(b) mW
5000F e~ ' ' ' ' T
40001 -
= 3000} .
fia] \\
22000} XY .
1000F .
ot . 1 . 1 . \I\. 7
26 265 270 275
T/K

FIG. 1. Liquid-solid coexistence line in the pressure—temperature plane for (a) the
Lennard-Jones system and (b) the mW water model.
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coexistence density for the fcc solid is known,”” we prepare simula-
tion boxes that perfectly accommodate the solid at its equilibrium
lattice parameters along the directions tangential to the interface at
the chosen temperature—otherwise the solid phase will be stressed,
and hence, its chemical potential will be higher than that at the coex-
isting conditions. We prepare simulation boxes that initially contain
the same amount of solid and liquid particles and fix the total den-
sity around the average between the equilibrium densities of the
respective bulk solid and liquid phases at coexistence conditions.
In principle, the choice of the amount of inserted particles of each
phase is not relevant since, as long as the global density is between
p, and p;, the system will spontaneously equilibrate (and the pres-
sure along the direction perpendicular to the interface matches the
coexistence pressure) in order to accommodate the two coexisting
phases in equilibrium, regardless of our choice for the initial con-
figuration. Then, in parallel, the bulk simulations are performed for
both the liquid and solid phases at the corresponding coexistence
conditions using NpT simulations (with systems sizes of ~10000
particles), from where we obtain p} and p5. With such information,
we obtain the excess interfacial free energy, e, by solving Eq. (1),
where A is directly measured from the DC simulation box length
(A=2%L,+L;) and V, and V; are obtained from Eq. (7). For the
sake of computational efficiency, we use system sizes about ten times
smaller than those employed in Ref. 47. In spite of the large system
size difference, our results are consistent with those of Ref. 47, sug-
gesting the absence of finite-size effects in our simulations (we note
that the shortest dimension in our DC simulations fits at least 12 unit
cells, spanning more than five times the cutoff distance). Moreover,
using a different technique (metadynamics), in Ref. 38, finite size
effects were analyzed in calculations of liquid-solid interfacial free
energies and reliable results were obtained for systems even smaller
than ours.

In Fig. 2(a), we plot e against T and its linear fit, along with
the previously calculated values from Ref. 47. Note that for each
temperature, the system is at a different pressure (given by the
corresponding coexistence pressure at the imposed temperature).
Moreover, in Fig. 2(b), we also plot T against T, once again compar-
ing it to the results of Laird et al.*” for the same crystal orientation
and Lennard-Jones BG potential. Unless otherwise stated, we per-
form linear regression due to (1) the fact that, overall, the data we
report in this figure and the following ones may follow this trend;
(2) the difficulty of assigning a higher degree polynomial fit to data in
which we use a limited amount of points (3 in this case); our choice
of using linear fits is also justified by the fact that we find a good
agreement between the y,’s we obtain through integration and those
computed with direct estimates.

We now proceed to evaluate Eq. (5). In Fig. 2(c), we show the
integrand of the right-hand side term of Eq. (5) as a function of
temperature (and implicitly of pressure through the variation along
the coexistence line). Here, we apply the thermodynamic integra-
tion methodology discussed in Sec. II. As an extension of previous
work,"””” we have obtained fitted expressions for e, 7, and p_ with T.
Therefore, we continuously evaluate the integrand of Eq. (5) and
solve the equation, which yields a continuous prediction of the
integration, while in the originally proposed method, Eq. (5) was
discretely evaluated for the states at which DC and bulk simula-
tions were performed, and the integrand was calculated by means
of the trapezoidal integration method. Here, we fit the behavior of
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e, 7, and p_ with T through fits (linear for e and 7 and second degree
for p_ unless stated otherwise), as opposed to only evaluating the
integrand at the states at which we have directly computed e, 7, and
p,- This allows us to easily obtain continuous predictions of y, with
T in a simple manner, as opposed to integrating using the trape-
zoidal rule integration method. The dependence of p_ against T" is
required, and we obtain an analytical expression for it (second order
polynomial fit, Fig. S3). The shaded area depicted in Fig. 2(c) repre-
sents the integrated equation (5), and using an integration starting
value of the interfacial free energy for a given state point, we obtain
the behavior of y,  against temperature under coexistence conditions
[Fig. 2(d)).

We use the reported y, values from Ref. 10 as starting points
(yls)0 and TY) for thermodynamic integration. In Fig. 2(d), we show
the predicted curves for y,. The estimations from the Gibbs-Cahn
integration (independently of the starting state point) are in excel-
lent agreement with the individually computed values of y, at
different temperatures since within the error bars of both the direct
estimates and the Gibbs—-Cahn predictions, the values obtained from
both approaches match. We estimate the uncertainty bounds by
combining two sources of error: the error in determining y, at the
starting integration point (which comes from the technique used to
directly determine y,) and the error in e and 7, which propagates
with temperature. For this second component, we calculate the max-
imum error in e and 7 at the furthest integration point and linearly
interpolate this error for intermediate points along the thermody-
namic integration pathway. We account for the fact that the error in
e and 7 is zero at the lower bound of the integration, i.e., at T = Ty.
The error in e and 7 is obtained from block analysis, in which we
divide the simulation data into uncorrelated blocks that are averaged
each of them. Then, the error is obtained as the standard deviation
of the different blocks over the square root of the number of blocks.

as indicated in the legend.

This is later multiplied by a t-student value for a 95% confidence
level to finally obtain the error in e and .

Next, we apply this methodology to the (100) and (111) fcc crys-
tal planes. In Fig. 3, we show the predicted y, from thermodynamic
integration along with direct calculations of y, using the cleaving
method'’ and mold integration (this work). We once again obtain a
good prediction of the interfacial free energy (the predictions from
Gibbs-Cahn integration match with direct calculations within the
error limits), this time using our own estimates of y,  as reference
values for the integration (see Sec. SIII of the supplementary material
for details on our calculations of y, through the mold integration
technique). Similar to Ref. 47, the results for the (111) plane have a
greater deviation from the calculated y,, than those for the (110) and
(100) planes: the black curve in Fig. 2(d) for the (110) plane deviates
0.03¢/0” and the black curve in Fig. 3(b) deviates 0.05¢/0> for the
(111) one. These greater deviations of y, only appear when the tar-
get temperature changes by a factor of 2.5 the reference temperature
from which the integration is performed. In this aforementioned
example, the prediction is evaluated at T* = 1.5 when the integration
begins at T* = 0.617.

Additionally, we show all the individual fits for e and 7 as a
function of T* for the (110) and (111) planes plotted in Fig. 4. Fur-
thermore, we provide the data for e at each temperature for the three
studied planes in Table I. As can be attained from such e and 7 data,
all the values follow a monotonic trend along the coexistence line.
It is remarkable how the interfacial stress is much lower for the case
of the (100) plane [and even goes from negative to positive values,
Fig. 4(c)], while it is not negligible for the (110) and (111) planes.
This reduces the uncertainty in integration since the second term in
the right-hand side of Eq. (5) contributes very small values to the
prediction of y,; along the coexistence line. It is also notable how
the difference in the uncertainty obtained for e and 7 obtained from
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FIG. 3. Predicted interfacial free energy as a function of T* along the coexistence line for (a) the (100) Lennard-Jones plane and (b) the (111) Lennard-Jones plane of the fcc
crystal phase. The continuous lines indicate the predictions obtained from Eq. (5) using the mold integration calculations as integration limits, while the dashed lines depict
the uncertainty limits for each of the estimations from different temperatures. We also plot the direct calculations of y from Ref. 10 using the cleaving technique. Note that for
both planes, the mold integration y,, and those from Ref. 10 overlap, except the one at the highest T* for the (111) plane.

TABLE 1. e and 7 data for all of the different states considered in this study for the

Lennard-Jones system.

T* (100) (110) (111)
0.617 0.11(3) 0.16(4) 0.16(4)
e/(ea™?) 1 0.05(3) 0.16(4) 0.13(4)
1.5 -0.01(3) 0.15(4) 0.11(4)
0.617 -0.23(4)  -0.90(7) ~0.88(8)
/(e %) 1 -0.04(4)  -0.92(7) -1.20(8)
1.5 0.23(4)  -1.17(7) -1.31(8)

DC simulations differs between our calculations and those from
Ref. 47, which are plotted along with our results in Fig. 2. In our
calculations, we directly estimate the error bar from the standard
deviation along the simulation. This discrepancy may arise from
the fact that the system sizes used in Ref. 47 are about an order
of magnitude greater, as well as the possibility of performing even
more computationally intensive simulations, although the length of
the simulations was not specified in Ref. 47. Moreover, we provide
a direct comparison of our results, with those from Ref. 47. To per-
form Gibbs—Cahn integration with such data, we fitted the 7 values
provided in Ref. 47 with second order polynomial fits as the trend
of that data suggests. In Figs. S5-S7 of the supplementary material,
we probe how the difference between our results and those from
Ref. 47 is minimal, and our results are only quantitatively less accu-
rate for the (111) plane, despite the overall larger uncertainty in the
determination in e and 7.

We independently estimate the interfacial free energy of the
three different states studied here (T* =0.617,T* =1,T* = 1.5),
which are the same as those evaluated in Ref. 10. For this purpose,
we perform Mold Integration (MI) calculations (see supplementary
material, Sec. SIII for further details on this technique and calcula-
tions). We plot our y,; values from Mold Integration (black circles
filled in white) along with those from Ref. 10 (blue diamonds)
in Fig. 3. Overall, we find excellent agreement between our cal-
culations and those from Ref. 10 for all the cases except for the
(111) plane at T* = 1.5, for which we obtain a moderately higher
value. Interestingly, the value obtained from Mold Integration is

in better agreement with our estimations from the Gibbs-Cahn
thermodynamic integration than with the Cleaving values from
Ref. 10, especially with the fit obtained from T* =1 [red curve in
Fig. 3(b)]. It must be noted that unlike for the case of the (110) plane
(where y,  values were taken from Ref. 10), for the (100) and (111)
planes, we use MI values as integration starting points (y,, and To)
to solve Eq. (5).

The predictions from thermodynamic integration yield results
that overlap with those directly evaluated within the error bars
[Figs. 2(d) and 3]; however, the deviation becomes larger for val-
ues estimated from very distant temperatures. We find that in the
Lennard-Jones system, all the y, thermodynamic integration predic-
tions match with the directly measured values for the three studied
planes [Figs. 2(d) and 3].

B. Thermodynamic integration of y for the mW water
model along its melting line

We now proceed to test the Gibbs-Cahn integration method-
ology along the liquid-solid coexistence line of a more complex
case, the mW coarse-grained water model. This monoatomic model
reproduces the behavior of water because the tetrahedral coor-
dination of the atoms is favored by adding a three-body term
that penalizes non-tetrahedral coordinations (see the supplementary
material). We aim to predict ;. for the ice Ih basal (0001) plane,
for which previous calculations of Espinosa et al.’ using mold inte-
gration have already established the dependence of y, with T along
the melting line. Analogous to the BG Lennard-Jones case, we per-
form independent NVT DC and NpT bulk simulations in order to
obtain the dependence of e, 7, and p, with temperature, and later
solve Eq. (5), using the values from Ref. 2 as starting points for the
integration [y, , and To in Eq. (5)].

In Fig. 5, we show the results of y, from thermodynamic
integration for the mW model. We observe that the Gibbs-Cahn
integration is able to describe the change of interfacial free energy
with temperature along the coexistence line. We find that the curva-
ture of y,, with T deviates from a linear trend in a more pronounced
way than for the BG Lennard-Jones system [see Figs. 2(d) and 3]
and the value of y, decreases with T (for the temperature range
studied here). The fact that the Gibbs-Cahn integration predicts
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FIG. 4. Surface excess energy as a function of temperature for the Lennard-Jones liquid—solid interface of the (100) (a) and (111) (b) planes. Interfacial stress as a function
of temperature for the Lennard-Jones liquid-solid interface of the (100) (c) and (111) (d) planes.
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hi havi h £ thi h ifv th FIG. 6. (a) Surface excess energy (&) against T for the ice Ih-fluid of the mW water
this behavior proves the power of this approach to quantify the model with the crystal phase exposing the basal plane to the liquid. (b) Interfacial

depegdence of the interfacial free energy alon_g a ,Coe?dSt_enCEB line. stress (7) against T for the ice Ih-fluid of the mW water model with the crystal
This is of great relevance for the case of solid-liquid interfaces, phase exposing the basal plane to the liquid.

where y, calculations are challenging, and the implementation of

advanced simulation techniques is required.'”'®'"""***"** For the

mW model, the e and 7 fits are shown in Fig. 6, and the correspond- Ly —  _

ing data can also be found in Table II. From Fig. 6, it can be seen Yiv = 7(171\1 -Pr)- (11)
that different from the case of the Lennard-Jones system, e increases

with temperature. The interplay between increasing e and decreas- Nevertheless, as a proof of concept, we apply here the

ing 7 along the coexistence line for this temperature range yields the =~ Gibbs-Cahn thermodynamic integration method to show how
singular trend of the interfacial free energy that, apart from direct Y5, can be also easily determined along the coexistence line with a
measurements, can be recovered using the Gibbs—Cahn integration
method.

TABLE Il. e and 7 values for all of the different states considered in this study for the
C. Thermodynamic integration of y along ice Ih basal plane of the mW water model.
the liquid-vapor coexistence line

-2 -2
Estimating the liquid-vapor interfacial free energy (y,,) along r® P (bar) ¢ (mJm™) 7 (mym™)

1€:20:01 G20z 1snbny Gz

the coexistence line is considerably simpler than it is for the Ice Th mW 275.5 1 122(20) ~96(20)
liquid-solid interface. By means of a DC simulation containing the 270.1 2000 81(20) 10(20)
two coexisting phases in the NVT ensemble, y, can be determined 261 5000 89(20) 83(20)
through the relation
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TABLE IIl. Surface excess energy (e) values for the Lennard-Jones liquid—vapor

interface at the different temperatures studied.

T* el(e ™)
0.617 1.952(25)
0.7 1.894(25)
0.75 1.855(25)
0.8 1.782(25)
0.85 1.715(25)
0.9 1.639(25)
0.95 1.500(25)

TABLE V. Surface excess energy (e) values for the TIP4P/2005 liquid—vapor

interface at the different temperatures studied.

T (K) e (m] m_z)
400 121(2)
425 127(2)
450 130(2)
475 134(2)

FIG. 7. (a) Surface excess energy (e) against the inverse of temperature (at the
corresponding coexisting pressure for each temperature) for the Lennard-Jones
liquid—vapor interface. Filled points are direct estimations, while the dashed line
indicates the fit to the data. In this case, to better follow the trend, a third order poly-
nomial fit was used. (b) e against the inverse of temperature for the TIP4P/2005
water model liquid—vapor interface. Filled points are direct estimations of e, while
the dashed line depicts the linear fit to the obtained data.

similar approach as that shown for liquid-solid interfaces. For this
goal, one needs to compute the excess interfacial energy along tem-
perature at coexisting conditions [Eq. (10)]. We then proceed by first
performing liquid-vapor DC simulations in the canonical ensem-
ble, from which we obtain E, as well as the coexistence pressure
at the fixed temperature. Once we know the coexistence pressure,
we perform NpT simulations of the bulk liquid and vapor phases
under such conditions separately in order to obtain p° for both
phases, which with the use of Eq. (1) we obtain e. We can then fit
e as a function of the inverse of temperature, which will be inte-
grated [Eq. (10)]. In this case, the integration limit conditions [y, at
Ty in Eq. (10)] are also extracted from NVT DC simulations apply-
ing the Kirkwood-Buff equation [Eq. (11)]. This equation is equiva-
lent to Eq. (6) used in liquid-solid equilibrium to compute the excess
interfacial stress.*”

We perform the aforementioned simulations for the BG
Lennard-Jones system and the TIP4P/2005 water model and then
make use of thermodynamic integration [Eq. (10)] to predict
¥, along the coexistence line. We show the employed e against
1/T fits in Fig. 7, as well as include the e values for each temper-
ature in Tables 11T and IV (for the Lennard Jones and TIP4P/2005
models, respectively). Our e calculations for the TIP4P/2005 model
are in good agreement with those from Hrahsheh et al’”® since
we perfectly capture the trend obtained from single-state calcula-
tions. In Fig. 8(a), we show how the integration method for the BG
Lennard-Jones potential yields very accurate predictions of y, with
temperature, independent of the starting integration temperature.

We also show that for the TIP4P/2005 [Fig. 8(b)], the prediction of
y;,, from the different states also provides accurate interfacial free
energies along the coexistence line. These results show that only
the interfacial energy, e, is needed to determine the change in y,,
across liquid-vapor coexistence lines [as shown by Eq. (10)]. We
also clarify that since we are using a truncated TIP4P/2005 potential,
we underestimate the critical point and, consequently, the interfa-
cial free energy values” *' that we report in this work. Nonetheless,
our calculations are consistent since all our simulations are per-
formed under the same approximations, and the direct and indirect
estimates of y, reach excellent agreement.

It must be noted here that the application of the thermody-
namic integration scheme to predict liquid-vapor interfacial free
energies along the coexistence line is not an efficient method
since in order to provide a prediction of y, , one must perform
NVT DC simulations at the states that will be later inferred. How-
ever, by doing these simulations, y,, can already be obtained from
Eq. (11), making the subsequent integration calculations irrelevant.
Nevertheless, these calculations show how this framework is also
valid for liquid-vapor interfaces.

D. Evaluation of thermodynamic integration
equations

As it has been previously argued,*” the expressions, meth-
ods, and complexity to estimate the interfacial free energy for
liquid-vapor and liquid-solid interfaces are completely different.
For the case of liquid-vapor interfaces, the calculation is straight-
forward and can be carried out by using Eq. (11). However, we note
that the interfacial free energy in liquid-solid interfaces cannot be
calculated through such a relation®” rather than through special-
ized simulation techniques.”‘“"“‘}’" 394192 Here, we illustrate how
¥, should not be obtained through Eq. (11). In Fig. 9, we plot both
y,s and 7 along the liquid-solid coexistence line (plotted as a function
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FIG. 8. (a) Interfacial free energy against temperature along the BG Lennard-Jones
liquid-vapor coexistence line as predicted through thermodynamic integration
[Eq. (10)] from the states indicated in the legend. Direct calculations of y,, through
Eq. (11) are also included as black circles. (b) Interfacial free energy against
temperature along the TIP4P/2005 water model liquid-vapor coexistence line.
Thermodynamic integration estimates are represented by curves, whereas direct
calculations of y;, are represented by black circles.
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FIG. 9. Liquid—solid interfacial free energy (y,) and interfacial stress (7) as a
function of temperature for the different orientations studied (as indicated in the leg-
end) with the Lennard-Jones BG potential. The interfacial free energy values are

calculated by us through mold integration calculations, except the (110) orientation,
which is taken from Ref. 10.

of the temperature) for the different crystal planes studied with the
BG Lennard-Jones potential. It is evident that the two quantities do
not match. In fact, the interfacial stress takes negative values for
most of the states and orientations we examined, which is unphysical
(y,, must be positive, otherwise demixing into two phases would not
occur).

Figure 9 highlights the importance of employing an adequate
thermodynamic derivation or simulation method to attain reliable

ARTICLE pubs.aip.org/aipl/jcp

interfacial free energies for a given system. Since this is a funda-
mental conceptual error, the community should not use Eq. (11) to
determine the interfacial free energy between a fluid and a solid."**
As can be seen in Fig. 9, that could even lead to negative values of
the interfacial free energy, which is, of course, an incorrect result.
Note that although y changes at most by about ten percent from one
plane to another (at least for the L] system), values of 7 change dra-
matically from one plane to another. The plane (hkl) dependence
of y is small, whereas the plane (hkl) dependence of 7 is huge. This
means that one could find crystal orientations for which the stress
(7) is almost zero [for instance the plane 100 of the L] system shown
in Fig. 4(c)]. For these particular planes, one can neglect the 7 con-
tribution in Eq. (4) (i.e., omitting the second term of the square
bracket) to elucidate the change of y along the coexistence curve
(thus will introduce only a small error) to facilitate a rather simple
physical (although approximate) interpretation of the changes of y,
along the coexistence curve in terms of the surface excess energy e.
In retrospect, this is probably what happened in our previous work®”’
with the basal plane of ice Th and Eq. (10) to provide a simple expla-
nation of the origin of a minimum in the ice-water interfacial free
energy.

V. CONCLUSION

In this work, we apply a robust thermodynamic integration
approach for predicting interfacial free energies along coexistence
lines, focusing on liquid-solid and liquid-vapor interfaces. The
approach employs molecular dynamics simulations as a working
tool, and it streamlines the calculation of y along coexistence lines
by requiring just one initial calculation of this quantity at a ref-
erence state. Gibbs-Cahn thermodynamic integration stands as a
valuable tool for characterizing one of the most critical quantities in
phase transitions—the interfacial free energy—across a wide range
of conditions, effectively bypassing the computational challenges
and cost associated with traditional techniques for the liquid-solid
interface.”' """

By successfully predicting the interfacial free energy for
both liquid-solid (with Lennard-Jones and the mW model) and
liquid-vapor (with Lennard-Jones and the TIP4P/2005 model)
interfaces, we have demonstrated the method’s versatility, making
it suitable for a wide array of materials and conditions. We distin-
guish between interfaces with and without solid phases, which makes
the thermodynamic route to predict y along a coexistence line dif-
ferent. The computational efficiency and accuracy of the method
are evident from our results, which consistently agree with other
computational techniques that provide direct estimates of y.

The potential applications of y predictions through thermo-
dynamic integration are diverse, spanning multiple scientific disci-
plines, including materials science, chemistry, and physics,“"“ and
complement other thermodynamic pathways for single-state point
calculations of y,." """

SUPPLEMENTARY MATERIAL

See the supplementary material for additional information on
the Lennard-Jones, mW, and TIP4P/2005 potentials, as well as an
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explanation of the direct coexistence method, our mold integra-
tion calculation results, the Lennard-Jones and mW equations of
state, a proof for Eq. (9), and a direct comparison between our
thermodynamic integration predictions and those from Ref. 47.
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