
J. Chem. Phys. 156, 044505 (2022); https://doi.org/10.1063/5.0077716 156, 044505

© 2022 Author(s).

The Madrid-2019 force field for electrolytes
in water using TIP4P/2005 and scaled
charges: Extension to the ions F−, Br−, I−,
Rb+, and Cs+

Cite as: J. Chem. Phys. 156, 044505 (2022); https://doi.org/10.1063/5.0077716
Submitted: 05 November 2021 • Accepted: 07 January 2022 • Published Online: 26 January 2022

 S. Blazquez,  M. M. Conde,  J. L. F. Abascal, et al.

https://images.scitation.org/redirect.spark?MID=176720&plid=1689643&setID=533015&channelID=0&CID=616274&banID=520577610&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=9bae6abd127771db46248d5d7925570316299378&location=
https://doi.org/10.1063/5.0077716
https://doi.org/10.1063/5.0077716
https://orcid.org/0000-0002-6218-3880
https://aip.scitation.org/author/Blazquez%2C+S
https://orcid.org/0000-0003-2822-9141
https://aip.scitation.org/author/Conde%2C+M+M
https://orcid.org/0000-0002-0304-3407
https://aip.scitation.org/author/Abascal%2C+J+L+F
https://doi.org/10.1063/5.0077716
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0077716
http://crossmark.crossref.org/dialog/?doi=10.1063%2F5.0077716&domain=aip.scitation.org&date_stamp=2022-01-26


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

The Madrid-2019 force field for electrolytes
in water using TIP4P/2005 and scaled charges:
Extension to the ions F−, Br−, I−, Rb+, and Cs+

Cite as: J. Chem. Phys. 156, 044505 (2022); doi: 10.1063/5.0077716
Submitted: 5 November 2021 • Accepted: 7 January 2022 •
Published Online: 26 January 2022

S. Blazquez,1 M. M. Conde,2 J. L. F. Abascal,1 and C. Vega1,a)

AFFILIATIONS
1 Departamento Química Física I, Facultad de Ciencias Químicas, Universidad Complutense de Madrid, 28040 Madrid, Spain
2 Departamento de Ingeniería Química Industrial y Medio Ambiente, Escuela Técnica Superior de Ingenieros Industriales,

Universidad Politécnica de Madrid, 28006 Madrid, Spain

a)Author to whom correspondence should be addressed: cvega@quim.ucm.es

ABSTRACT
In this work, an extension of the Madrid-2019 force field is presented. We have added the cations Rb+ and Cs+ and the anions F−, Br−, and I−.
These ions were the remaining alkaline and halogen ions, not previously considered in the Madrid-2019 force field. The force field, denoted
as Madrid-2019-Extended, does not include polarizability and uses the TIP4P/2005 model of water and scaled charges for the ions. A charge
of ±0.85e is assigned to monovalent ions. The force field developed provides an accurate description of aqueous solution densities over a wide
range of concentrations up to the solubility limit of each salt studied. Good predictions of viscosity and diffusion coefficients are obtained
for concentrations below 2 m. Structural properties obtained with this force field are also in reasonable agreement with the experiment. The
number of contact ion pairs has been controlled to be low so as to avoid precipitation of the system at concentrations close to the experimental
solubility limit. A comprehensive comparison of the performance for aqueous solutions of alkaline halides of force fields of electrolytes using
scaled and integer charges is now possible. This comparison will help in the future to learn about the benefits and limitations of the use of
scaled charges to describe electrolyte solutions.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0077716

I. INTRODUCTION

Life started from seas, and for this reason, water is the main
component of cells. However, water alone is not in oceans since
they contain a certain amount of several salts (NaCl being the
most abundant component). Not surprisingly, ions are also present
in living organisms. Arrhenius was the first to suggest that when
salts dissolve in water, individual ions are solvated by water, and
they are able to conduct the electric current so that they become
electrolytes.

The solution of electrolytes in water has been studied inten-
sively over the past century, both from an experimental point of
view and from a theoretical point of view. As students, we learn
the thermodynamics of electrolytes and the Debye–Hückel theory
describing their activities.1 The birth of computer simulations in
the 1950s brought a new route to study these types of systems.
In the 1970s, the first simulations of ionic systems were carried

out.2–6 Aqueous solutions of electrolytes require a force field for
the molecule of water and another one for the ions in water. In the
1980s, several force fields for water were proposed (TIP3P,7 TIP4P,7
and SPC/E8), which are widely used nowadays. In those force fields,
the molecule of water is described by using a rigid non-polarizable
model, typically using a Lennard-Jones (LJ) center that is located
on the oxygen and charges that are located in the protons and in
other places in the molecule. In the early 2000s, new models of water
were proposed, including TIP4P-Ew,9 TIP5P,10 and TIP4P/2005.11

A common feature in these three models is that they were able to
reproduce the maximum in density of pure water. It has been shown
that among the rigid non-polarizable models of water, TIP4P/2005 is
a quite decent one.12,13 When describing the force field for the ions,
they are often described by a LJ center and a certain charge. The
obvious option is to assign a charge of ±Ze to the ions.

Computer simulations of electrolytes are not a fully mature
area. In fact, it is surprising that most of the simulation studies
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dealing with these substances do not consider the possibility of eval-
uating properties such as freezing depression, activity coefficients,
and salt solubilities. However, there has been significant progress
over the last ten years and we anticipate that these properties will
be computed and will bring some surprises.

There are a large number of models for different alkaline and
alkaline-earth salts,14–42 but standard force fields do not have prob-
lems, in general (when properly designed), in reproducing the exper-
imental densities for a particular salt, for instance, NaCl. Some force
fields such as that proposed by Smith and Dang20 were designed for
just one electrolyte (NaCl in this case). It is more difficult to find a
force field that is able to simultaneously describe the properties of a
large set of salts (i.e., NaCl, KCl, and MgCl2). Among the fields of this
type, the most popular is that proposed by Joung and Cheatham28

for three particular water models (TIP3P,7 TIP4P-Ew,9 and SPC/E8).
Since TIP4P/200511 is now regarded as a good potential model for
water,12 it seems reasonable to develop a force field of electrolytes
based on this potential model of water. Döpke et al.43 have recently
shown that the force field proposed by Joung and Cheatham could
also be used for TIP4P/2005 [by using Lorentz–Berthelot (LB) com-
bining rules], provided that one uses the parameters designed for
either SPC/E or TIP4P-Ew. We reached a similar conclusion in 2016
when considering NaCl.44 In any case, although the results were
reasonable, it seems logical to design a force field of electrolytes,
specifically for the TIP4P/2005 model of water. We started down
this route in 2017 for NaCl45 and continued in 2019 presenting
a force field46 of some ions (Li+, Na+, K+, Cl−, Mg2+, Ca2+, and
SO2−

4 ) using TIP4P/2005 water. The choice of the ions in our 2019
paper was not random, but we selected the most abundant ions pre-
sented in seawater (which are also the most common ions found
in the cells). We have shown that, in fact, an extremely accurate
description of the properties of seawater is possible by using this
force field.47 The name of the force field designed for electrolytes
in TIP4P/2005 was denoted as Madrid-2019. The purpose of this
work is to extend the force field to the ions considered by Joung
and Cheatham but not considered when proposing the Madrid-2019
force field, namely, the anions F−, Br−, and I− and the cations Rb+

and Cs+. The motivation for this is twofold: on the one hand, to
extend the applicability of the Madrid-2019 force field and, on the
other hand, to allow for a direct comparison between the force field
proposed by Joung and Cheatham and the Madrid-2019 force field.
The difference between the Joung–Cheatham and the Madrid-2019
force field is not only the choice of the water model but also a con-
ceptual idea that makes this comparison especially useful, as we will
explain later.

Besides the density, there are some other properties that are of
interest when modeling electrolytes, for instance, transport prop-
erties, such as viscosities, or individual diffusion coefficients of the
ions and of water. In addition, the solubility could be of interest (as
the solubility of a certain force field should not necessarily corre-
spond to the experimental value). The overwhelming majority of the
force fields proposed for electrolytes until 2011 used integer values
(in electron units) of the charge of the ions in solution. How is their
performance when describing the properties of these solutions? Let
us briefly summarize the situation:

● Regarding transport properties, it was shown by Kim et al.48

that all force fields significantly underestimated the diffusion

coefficient of water at high concentrations. In other words,
the force fields overestimated the impact of the salt in the
reduction of the diffusion coefficient of water.

● Yue and Panagiotopoulos49 and also ourselves46 showed
that the viscosity of the solution is dramatically overesti-
mated at high concentrations, sometimes having a viscosity
up to 2–4 times larger than in experiments. Bearing in
mind the Stokes–Einstein relation,50 this could be expected,
given the impact of the salt on the diffusion coefficient of
water.

● The solubility of most of the force fields using integer
charges is quite low when compared to the experiment.51

In the particular case of NaCl, the majority of models give
a solubility that is too low by a factor of 2–10.52–56 How-
ever, it is clear after the work of Yagasaki et al.42 that when
properly designed, the use of integer charges still allows for
a good description of the solubility. Calculating solubilities
via computer simulations is difficult and only feasible in the
last 10 years. For this reason, all force fields proposed before
2011 did not consider solubility as a property of interest.
Therefore, although the use of integer charges should not
necessarily provoke a low solubility, it turns out that this was
the case for practically all force fields previously designed
using integer charges.

● Related to the previous point is the finding that for a num-
ber of force fields of electrolytes, the number of contact
ion pairs (CIPs) (i.e., a cation in contact with an anion in
solution57–60) was quite high and aggregation of ions (which
can be regarded as the initial step of precipitation) was
observed in many simulations even at concentrations well
below the experimental solubility61 (reflecting that the sol-
ubility of the force field was well below the experimental
one). Actually, ion clustering has been reported for differ-
ent salts below its experimental solubility limit. This fact
can be seen in monovalent salts as NaCl,26,62–64 KCl,65 and
divalent salts CaCl266 or even sulfates as Na2SO4

67 and
Li2SO4.68

How to go to the next generation of force fields for elec-
trolytes? Ab initio calculations can be useful, as shown by Ding
et al.,69 but these types of calculations are quite expensive from a
computational point of view. Introducing polarizability is another
possibility (see the work of Kiss and Baranyai38,70), and cer-
tainly, further research will continue to appear in this area. Note
that including polarization does not guarantee good solubilities,
as shown for the Baranyai force field.56 However, it is possible
to modify the parameters to improve their predictions.39 First-
principles calculations and polarizable models will continue to be
developed in the future. However, there is a simple and cost-
effective approach that could improve the performance without
extra computational cost. The recipe is simple, and it amounts
to using scaled charges for the ions (i.e., force fields in which
the charge of the ions is λe, where λ is a number smaller than
one). The use of scaled charges is common in simulations of ionic
liquids,71–75 so exploring this route for electrolytes seems to be of
interest.

Let us briefly describe the “history” of scaled charge models.
This was first suggested by Leontyev and Stuchebrukhov,76–81 by
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realizing that the dielectric constant at high frequencies of non-
polarizable models is 1, whereas for water, its value is 1.78. With
that in mind, Leontyev and Stuchebrukhov suggested using a scaled
charge of qscaled(e) = 1/√ϵ∞ for the ions. This leads to a charge of
0.75 Ze for the ions in water. This suggestion was further expanded
by Jungwirth and co-workers,66,68,82–84 and they have developed a
potential model for several ions using this value for the charge of the
ions. Kann and Skinner followed a somewhat different approach.85

If you want to recover the Debye–Hückel law, you should have a
force field, accurately describing the density of water, where the
strength of the Coulombic energy between ions at infinite dilution
and infinitely large distances should be identical in your model and
in the experiment. Many force fields of water do not reproduce
the experimental value of the dielectric constant of pure water, and
scaled charges should be used to recover the Debye–Hückel law. In
the particular case of TIP4P/2005, this results in a value of 0.85 Ze.85

One of us has also pointed out that different charges may be needed
to describe the potential energy surface and the dipole moment sur-
face.86 Note that for water models without charges, such as mW,87 it
is possible to design a force field for electrolytes without charges, as
is the route followed by DeMille and Molinero, and still obtain good
results.88 Fuentes-Azcatl and Barbosa89 also used scaled charges. Li
and Wang90 and Bruce and van der Vegt91 also explored the use
of scaled charges. The effect of charge transfer was also studied by
Rick and co-workers,92–95 suggesting that part of the charge of the
ions is transferred to the adjoining water molecules, as also later
shown by Yao et al.96 This charge transfer implies that the charge
of the ions is not unity and has also been confirmed by quantum
calculations.59 The community using scaled charges is growing, and
Jungwirth and co-workers summarized the situation in a couple of
review papers.97,98

In our previous studies in 201745 and in 2019,46 we have shown
that the use of scaled charges improves the description of the sol-
ubility (at least for NaCl), and the same is true for the viscosity
and the diffusion coefficient of water. Yue and Panagiotopoulos pre-
sented further evidence of that.49 In fact, we have shown recently
that more complex phenomena such as the salting out effect of
methane can be quantitatively described with the use of scaled
charges.99 Thus, scaled charges seem to improve the description of
aqueous solutions of electrolytes. Scaled charges cannot describe
everything. In fact, they cannot describe the melt, the solid, the
vapor–liquid equilibrium of the molten salts, or the kinetics of
precipitation.51,100 Scaled charges are useful only when describing
the properties of aqueous solutions of electrolytes but not in prob-
lems where the system does not contain water (or has a very small
amount).

To sum up in this paper, we extend the Madrid-201946 force
field to other monovalent cations and anions belonging to the
alkaline group and to halogens. By doing that, we now have a
set of parameters for the same set of ions selected by Joung and
Cheatham28 and ready for their use with the TIP4P/200511 model
of water that was not considered in the original parameterization
of Joung and Cheatham. A consequence is that now, a face to face
comparison of a good force field designed using integer charges
and a force field designed using scaled charges is possible. We hope
that this comparison will shed light on the possible advantages and
disadvantages of the use of scaled charges for modeling electrolyte
solutions.

II. EXTENDING THE MADRID-2019 FORCE FIELD
TO OTHER ELECTROLYTES

In this work, an extension (to other ions) of the recently devel-
oped Madrid-201946 force field of scaled charges has been carried
out. The Madrid-201946 force field was initially proposed to describe
the most common salts present in seawater. In this work, we extend
the model to the rest of the halogens that remained to be studied (F−,
Br−, and I−) and to the rest of the cations of the alkaline group (Rb+

and Cs+). When designing force fields, certain properties are used
as the target, and the values of the parameters of the potential are
obtained so that these properties are reproduced.

Now, we describe in detail the philosophy of the Madrid-2019
force field and the approach we used to obtain the parameters of
the potential. Obtaining parameters of a force field is a difficult
job. It requires patience, a good design, and some trial and error.
In the future, machine learning techniques could certainly help in
obtaining the best set of parameters for a certain potential model. It
should be recognized from the very beginning that the only way to
reproduce experimental results for all properties would be to solve
the Schrödinger equation exactly and to include nuclear quantum
effects. If this is not done, your approach will not be able to repro-
duce “everything” and certain properties will be reproduced, but
other properties will not be. These are the main characteristics of the
Madrid-2019 force field and the description of how the parameters
were obtained:

● Water is described by using the TIP4P/2005 model. Ions
are described by a Lennard-Jones (LJ) center and a certain
charge. In the case of the Madrid-2019 force field, the charge
(in electron units) is scaled and its value is 0.85 for monova-
lents ions and 1.70 for divalent ions. The force field requires
one to know the LJ parameters (σ and ϵ) of the interaction of
a certain ion with the rest of species of the system.

● The Lennard-Jones interaction between an ion and water
is described by the ion–oxygen interaction (i.e., there is no
ion–hydrogen interaction). The reason for that is that in the
TIP4P/2005 model of water, there is no LJ center on the
hydrogen atoms of the molecule of water.

● Lorentz–Berthelot (LB) rules are, in general, not used. Thus,
the parameters of the LJ ion–oxygen interaction between a
cation and an anion are not obtained via the LB combination
rule. However, the interaction between two different types
of cations and/or two different types of anions (required
to study systems having simultaneously several salts as in
the case of seawater) is usually given by LB combining
rules.

● The force field is transferable. The parameters of the inter-
action of an ion with other species (water, other ions, etc.)
are always the same regardless of the chemical composition
of the system.

● In this work, the parameters for the interaction between
Cl−, Li+, Na+, K+, Mg2+, and Ca2+ ions with water and the
crossed interactions between these ions are taken from our
previous work in which the Madrid-201946 force field was
introduced. This is an advantage as it reduces the number of
parameters to be determined.

● The density of solutions is always considered as a target
property. The density of ionic solutions is known with high
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accuracy from experiments, and we always use it as the target
property (at room temperature and pressure).

● The LJ parameters of the ion–water interaction were deter-
mined by using the experimental densities for low concen-
trations (typically up to 1–2 molal, i.e., less than 1–2 mols
of salt per kilogram of water). The reason for that is that
at low concentrations, the properties of the solution are
mainly given by the ion–water interaction and the impact
of ion–ion interaction at low concentrations is quite small.
As an example to determine the properties of bromide salts,
we shall consider the experimental densities of LiBr, NaBr,
KBr, MgBr2, and CaBr2 and will determine the parame-
ters of the Br−–water interaction using the experimental
densities (up to 1–2 m) as the target. Note that for these
salts, the cation–water interaction is already available for the
Madrid-2019 force field, so we only need to determine the LJ
parameters of the Br−–water interaction.

● Obtaining the Br−–Br− and Br−–cation interactions (we
shall use Br− as an example to illustrate how the force
field was obtained) is a somewhat more involved process.
Again, we shall consider the experimental properties of LiBr,
NaBr, KBr, MgBr2, and CaBr2 and used the Madrid-2019
force field for the cation–cation interaction. Thus, one needs
to determine the Br−–cation interactions and the Br−–Br−

interaction. This was done using three target properties. The
density of the melt should be reproduced (i.e., we used as
the target a density 20%–25% lower than the experimental
one). The experimental density of the ionic solutions at high
concentrations (close to the experimental solubility limit)
should be reproduced. The third constraint is the number of
contact ion pairs (CIPs). In the study of aqueous electrolyte
solutions, it is important to evaluate the number of CIPs.
High values of CIPs indicate (indirectly) cluster formation
and/or precipitation of the salt. Benavides et al.101 suggested
in a previous work that for 1:1 electrolytes with the solubil-
ity lower than 11 m, the number of CIPs must be below 0.5
to be sure that precipitation and/or aggregation of ions has
not occurred. This rule will be important in the majority of
the salts of this work. (We will discuss later the number of
CIPs for exceptional cases, such as salts with extremely high
solubilities.) Thus, obtaining Br−–Br− and Br−–cation inter-
action is the most difficult step. The reader may wonder why
we did not try to reproduce the experimental densities of
the melt with scaled charges. We explored this approach but
found that often the salt in solution had a large number of
CIPs and, in some cases, precipitated. For instance, for NaBr,
we were able to find a set of parameters describing the melt
quite well (using scaled charges), but with these parameters,
the number of CIPs in the aqueous solution was large (3.4 at
8 m) and the salt precipitated spontaneously. Thus, it seems
that to obtain a correct balance between ion–water and
ion–ion interactions when using scaled charges, the target
density of the melt should be somewhat smaller (20%–25%)
than the experimental value.

The last step described above, i.e., obtaining, for instance,
Br−–Br− and Br−–cation interactions, requires some further clari-
fications. The density of the melt is used as a target property. We

prefer the melt with respect to the ionic solid as when using empir-
ical force fields, the mechanical stability of the experimental solid
structure is not guaranteed. Besides this, in the melt, one would
sample anion–anion, cation–cation, and anion–cation interactions.
However, the target density was not the experimental density of
the melt, but a density typically around 20%–25%, lower than the
experimental one. The reason for that is that we recognize from
the very beginning that scaled charges are not adequate to repro-
duce the properties of pure ionic systems, as was pointed out by
Panagiotopoulos and co-workers.51,100 We observed that when using
scaled charges for the melt, one obtains a density 20%–25% lower
than the experimental value and a reasonably low number of CIPs,
avoiding precipitation of the system. However, when replacing the
charge with integer values (while keeping the LJ parameters), the
experimental density of the melt is reproduced. Our approach will
allow one in the future to design and develop a force field in which
the charge of the ions is sensitive to the local environment within the
spirit of polarizable models.

In addition, it is interesting to point out that ideally, the sol-
ubility of the salt should be considered as a target property. If the
solubility is low, then the ions will tend to cluster in solution (or even
precipitate spontaneously) and the results of the force field would be
unreliable. The calculation of the solubility of a salt is difficult from a
computational point of view, and evaluating it for several trial values
of the potential parameters would be beyond current computational
limits. However, there is a rather simple approach, at least to avoid
low values of the solubility.

We have shown in the past for salts with solubilities smaller
than 11 m that the number of CIPs at the solubility limit of the model
is less than 0.5.101 Thus, having a number of CIPs larger than 0.5 is
a warning, which indicates that we are not that far from the solu-
bility of the model and the risk of spontaneous precipitation exists
(although since nucleation is an activated process, precipitation may
occur at concentrations several times higher than the solubility limit,
as it happens for the JC-SPC/E model of NaCl102,103). Therefore, we
will always force the force field to have a number of CIPs less than 0.5
at the experimental value of the solubility (whenever below 11 m).
For salts with higher solubilities, we will discuss later the number
of CIPs.

In summary, the main goal of the Madrid-2019 force field
is to reproduce thermodynamic and transport properties of ionic
solutions, sacrificing somehow the properties of the melt and/or
the solid. The main property of the solution that cannot be repro-
duced by the introduction of scaled charges is the free energy of
hydration, which will be low compared to experiments (although
it can be corrected in a theoretical way99). Nikitin and Del Frate104

pointed out that the calculation of the total free energy of hydra-
tion, ΔG, is better (when including a theoretical correction) by using

TABLE I. Force field parameters for water TIP4P/2005 parameters from Ref. 11.

Molecule Charge (e) σii (Å) ϵii (kJ/mol)

TIP4P/2005
O 0 3.1589 0.7749
H 0.5564
M −1.1128
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scaled charges. They considered that the total hydration energy can
be divided into two terms: one is calculated in simulations ΔGMD
and the other one is a theoretical correction denoted as the elec-
tronic polarization (ΔGel). That resembles the situation for water of
models such as SPC/E,8 TIP4P-Ew,9 or TIP4P/200511 that sacrifice
the enthalpy of vaporization of water as a target property (in con-
trast with TIP3P,7 TIP4P,7 and TIP5P10) to obtain an overall better
description of its properties. Note, though, that activity coefficients,
osmotic pressures, and a number of properties of solution could still
be reproduced even though the absolute value of the hydration free
energy is not reproduced. This is so because what really matters is
the variation of the Gibbs free energy of the system with the addi-
tion of salt, rather than the absolute values of the Gibbs free energies.
Transfer of a salt either from vacuum or from a hydrophobic solvent
to water will not be described properly by using scaled charges, but
this is not a big problem as ions are usually not found either in vac-
uum or in hydrophobic solvents due to the low concentration of ions
often found in these two media. Note that Vazdar et al.105 showed in
2012 that using scaled charges (i.e., an electronic continuum correc-
tion) allows us to describe reasonably well the hydrophobic oil/water
interface. In general, they proposed that interfaces with no electronic
discontinuity can be reasonably described by using scaled charges.

We shall now present the parameters of the Madrid-2019 force
field extended to the new ions (F−, Br−, I−, Rb+, and Cs+). We
shall denote this as Madrid-2019-Extended. The interaction between
atoms can be described by two different contributions: an electro-
static (Coulombic) contribution and a van der Waals interaction,
represented by the LJ potential,

u(rij) =
1

4πε0

qiqj

rij
+ 4ϵij

⎡⎢⎢⎢⎢⎣
(σij

rij
)

12

− (σij

rij
)

6⎤⎥⎥⎥⎥⎦
, (1)

where qi is the ionic charge, ε0 is the vacuum permittivity, ϵij is the
well depth energy of the LJ potential, and σij is the LJ diameter.

Let us now describe the TIP4P/2005 model of water developed
by Abascal and Vega.11 In this model, based on the TIP4P water pro-
posed by Jorgensen et al.,7 water molecules have four atoms: two
hydrogens with charge qH ; one oxygen, which is a LJ site but has
no charge; and one point M, near the oxygen atom on the sym-
metric axis, without mass but with charge qM . The geometry of
water molecules for the TIP4P/2005 model can be described by the
following parameters: oxygen–hydrogen distance, dOH = 0.9572 Å,
oxygen–M distance, dOM = 0.1546 Å, and angle H–O–H = 104.52○.
TIP4P/2005 parameters are shown in Table I.

We proceed now to present the Madrid-2019-Extended model
parameters, which are shown in Tables II and III. We only show the
parameters obtained in this work, (when for a certain interaction
one reads LB, it means that the interaction has been obtained from
the application of the LB combining rule). The salts developed in the
Madrid-2019 original model46 are denoted as Madrid-2019.

In Table IV, we show experimental melting temperatures and
solubility limits for the salts considered in this work. As can be seen,
with the exception of LiF and NaF, which have low solubilities, the
rest of the salts have medium and high solubilities. In the case of
fluorides (KF, RbF, and CsF), the solubility is extremely high, even
reaching a solubility of 37 m for CsF. The solubility of LiBr, used in
energy conversion processes, is also high (see Table IV).

TABLE IV. Experimental melting temperature for anhydrous salt106 and salt solubility
in water106 at 25 ○C reported in molality units for the salts studied in this work.

Salt Melting temperature (K) Solubility at 25 ○C (mol/kg)

LiF 1121.35 0.052
LiBr 825.15 20.84
LiI 742.15 12.33
NaF 1269.15 0.99
NaBr 1020.15 9.20
NaI 933.15 12.4
KF 1131.15 17.50
KBr 1007.15 5.77
KI 954.15 8.92
RbF 1106.15 28.8
RbCl 988.15 7.77
RbBr 955.15 7.01
RbI 915.15 7.76
Rb2SO4 1323.15 1.90
CsF 976.15 37.7
CsCl 918.15 11.3
CsBr 909.15 5.77
CsI 894.15 3.26
Cs2SO4 1278.15 5.03
MgBr2 984.15 5.6
MgI2 907.15 5.2
CaBr2 1015.15 7.65
CaI2 1056.15 7.3

III. SIMULATION DETAILS
We have studied different properties to test our extended

model. Molecular Dynamics (MD) simulations have been carried
out using the GROMACS package107,108 in the NpT and NVT
ensembles. In all the runs, the leap-frog integrator algorithm109 with
a time step of 2 fs was used. We also applied periodic bound-
ary conditions in all directions in all cases. The temperature was
kept constant using the Nosé–Hoover thermostat110,111 with a cou-
pling constant of 2 ps. The Parrinello–Rahman barostat112 with a
time constant of 2 ps was implemented to keep constant pressure
in NpT simulations (1 bar for all simulations). For electrostat-
ics and van der Waals interactions, the cut-off radii were fixed
at 1.0 nm and long-range corrections to the Lennard-Jones part
of the potential in the energy and pressure were applied. The
smooth PME method113 to account for the long-range electrostatic
forces was used. Water geometry was maintained using the LINCS
algorithm.114,115

Most of the results of this work (unless otherwise stated) for
aqueous solutions were obtained from NpT simulations using 555
molecules of water and from runs lasting 50 ns. Densities, water dif-
fusion coefficients, and radial distribution functions (RDFs) were
obtained from these runs. The choice of the number of water
molecules is useful because for 1:1 electrolytes, adding ten cations
and ten anions would yield a solution being ∼1 m (i.e., 1 mol of
salt per kilogram of water). A property of interest is the number of
CIPs, which represents the number of anions that is in close con-
tact with a cation (i.e., without a molecule of water between the two
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ions). The number of CIPs of the cation is evaluated easily from the
cation–anion pair correlation function as

nCIP = 4πρ−∫
rmin

0
g±(r) r2 dr, (2)

where g
±

is the cation–anion radial distribution function (RDF); ρ
−

is the number density of anions (the number of anions per unit of
volume); and rmin (the integral upper limit) is the position of the first
minimum in the RDF, which must be located at a similar distance to
that of the cation–Ow RDF. One can simultaneously plot the RDFs
cation–anion and cation–Ow to determine if we are really evaluat-
ing the CIP or a contact solvent separated ion pair (CSSIP, which
corresponds to a cation in contact with an anion but with a molecule
of water between them). The hydration numbers (i.e., the number of
water molecules around each ion) can also be calculated by a sim-
ilar equation to Eq. (2) but replacing ρ

−
with ρw (i.e., the number

density of water obtained by dividing the number of molecules of
water between the volume of the simulation box) and g

±
(r) with

gion−Ow
(r) instead.

The Einstein relation was used to calculate diffusion coefficients

D = lim
t→∞

1
6t
⟨[r⃗i(t) − r⃗i(t0)]2⟩, (3)

where r⃗i(t) and r⃗i(t0) are the position of the ith particle at time t and
a certain origin of time t0 and the ⟨[ri(t) − ri(t0)]2⟩ term is the mean
square displacement (MSD). From the plot of the MSD vs time, a
slope can be obtained, which is six times the diffusion coefficient.

A somewhat larger system having 4440 molecules of water (i.e.,
eight times 555) was considered to evaluate viscosities and the possi-
ble existence of precipitation. The methodology used to compute the
viscosity is similar to that described in previous works.116 We per-
form a previous NpT simulation to accurately calculate the volume
of the system. After that, a NVT simulation of 50 ns was performed.
Throughout the run, the pressure tensor Pαβ was calculated and
saved on disk every 2 fs. The off-diagonal elements of the pressure
tensor are Pxy, Pxz , and Pzy, which are equivalent. In addition, due
to the rotational invariance of the molecules, the terms (Pxx − Pyy)/2
and (Pyy − Pzz)/2 are also equivalent.117,118 Thus, we have averaged
the five pressure components in order to obtain accurate results.
Finally, the Green–Kubo formula for the viscosity was used,

η = V
kT∫

∞

0
⟨Pαβ(t0) Pαβ(t0 + t)⟩t0 dt. (4)

The upper limit of the integral is usually between 10 and 20 ps.
Aggregation and precipitation will spoil the results of any sim-

ulation, giving unphysical results. We have not determined the
solubility of the salts considered in the force field of this work. How-
ever, we have performed a simple test. We have performed a long run
of 50 ns at the experimental value of the solubility limit of each salt,
using a large system having 4440 molecules of water (since nucle-
ation time decreases with system size, we used a large system to be
on the safe side) and with the number of ions required to mimic the
experimental value of the solubility and checked for the absence of
precipitation. The absence of precipitation was checked in several
ways, such as visually analyzing the trajectories, analyzing the final
configuration of the run, from a dynamic increase of the number
of CIPs, and from the possible existence of a drift in the thermody-
namic properties. For all the salts considered in this work, we found

no evidence of precipitation at the experimental value of the solu-
bility limit. Of course, this does not guarantee that the force field in
this work has the correct solubility. It only guarantees that the salt is
either stable or metastable at the experimental value of the solubil-
ity limit and that the presented results are not an artifact due to the
existence of spontaneous precipitation.

Molten densities were obtained for systems containing 1000
ions. Simulations typically lasted 50 ns in NpT simulation at 1 bar
and at the melting temperature of the salt. We usually performed
simulations with integer charges first (with densities close to the
experimental values) and then used the final configuration as the ini-
tial one for NpT runs using scaled charges to observe the decrease in
density provoked by the use of scaled charges. The average densities
were obtained from the last 20 ns of the run, after the system was
fully relaxed.

IV. RESULTS
A. Finding parameters for Rb+ and Cs+: Chloride salts

We shall start by presenting results for chloride salts as they
were obtained to determine parameters for Rb+ and Cs+ (i.e.,
Rb+–Rb+, Cs+–Cs+, Rb+–Cl−, Cs+–Cl−, and, more importantly,
Rb+–water and Cs+–water interactions). When developing the
Madrid-2019-Extended force field, we typically used the following
strategy. We considered a salt (or several) with formula XY, either
X (or Y) being an ion not present in the Madrid-2019 force field
and either Y (or X) being an ion for which parameters are available
in the Madrid-2019 force field. For instance, to determine param-
eters for Rb+, we shall use as target properties those of the RbCl
salt. We used this salt to obtain the Rb+–water interaction. As men-
tioned before, Rb+–Cl− and Rb+–Rb+ interactions were determined
by fitting the properties of the melt and keeping the number of CIPs
within reasonable limits. We follow a similar procedure to determine
the parameters of Cs+.

In Fig. 1, the densities from experiments are compared to the
simulation results obtained from the Madrid-2019-Extended force
field for concentrations up to the experimental value of the solubil-
ity limit. As can be seen, the agreement is quite good. Only at high
concentrations are the experimental values slightly underestimated.
The statistical error in the densities calculated in this work is always
less than 0.25%.

Next, we computed the viscosity. The results are shown in
Fig. 2. The statistical error in the viscosities calculated in this work is
always less than 5%–10% (being lower at low concentrations of salt).
Experimentally, the viscosity of a RbCl solution does not change
much with concentration, decreasing slightly at low concentrations,
having a weak minimum, and then increasing slightly. Simulations
are not able to capture this subtle behavior. In addition, it is clear
that the model overestimates the viscosity with respect to experi-
mental values. However, the model is able to predict that the change
in the viscosity of a RbCl solution with respect to water is much
smaller than that of a NaCl or KF solution at similar concentrations,
as will be discussed later in this paper. Further work is needed to
understand the origin of this discrepancy. We checked for the possi-
ble existence of spontaneous precipitation in simulations. However,
we found no evidence of precipitation at the highest concentration
considered so that this is not at the origin of the discrepancy.
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FIG. 1. Density as a function of molality at T = 298.15 K and 1 bar for chloride salts
of aqueous solutions, RbCl and CsCl. Blue circles: this work. Black solid lines: fit
of experimental data taken from Ref. 119. CsCl values were shifted up 200 density
units for better legibility.

FIG. 2. Shear viscosity curves as a function of concentration for aqueous RbCl
solutions at 298.15 K and 1 bar. The blue circles represent the results from this
work. The continuous lines represent the fit of experimental data taken from Ref.
120.

Structural properties are presented in Table V. Before describ-
ing the structural properties of the following chloride salts, it is
important to point out that the experimental data with which we
compare were measured, in general, at low concentrations, and for
this reason, they only depend on the ion being studied and not on
the particular salt. Regarding, specifically, chloride salts, it can be
seen that the hydration number of the cation at high concentration
is around 6. The number of CIPs is below 0.5 for both salts. For
RbCl, the number of CIPs is 0.23 at 7 m, and for CsCl, it is 0.48 at
11 m. Thus, these cations have around 6.3 (Rb+) or 6.6 (Cs+) par-
ticles around them. At high concentrations, ions can replace water
molecules (although due to the different sizes, the replacement is
not one to one). The distance at which first the peak appears for the
cation–oxygen radial distribution function is slightly smaller than
that found in experiments. However, densities are predicted well, as
can be seen in Fig. 1.

B. Fluoride salts
The densities of different fluoride salts have been calculated

with the Madrid-2019-Extended force field. A comparison with
experimental results is shown in Fig. 3. Since the solubility of NaF
is small, the results for this salt are presented separately in Fig. 3(a).
(LiF was not considered as its solubility is extremely small, i.e.,
0.052 m). As can be seen, the agreement with the experiment for
NaF is quite good. The results for KF, RbF, and CsF are presented
in Fig. 3(b). The solubilities of KF, RbF, and CsF are extremely
high and increase with the size of the cation. Good agreement with
the experiment is also found for these salts. For KF, RbF, and CsF,
we did not find experimental results at high concentrations (even
though we have evaluated the densities of these salts in the whole
range of concentrations up to their solubility limit; these results
are given in the supplementary material of this work). Given the
accuracy of simulations at low–moderate concentrations, one could
expect that simulation results at high concentrations should be
reasonable.

Let us now present some results for the viscosities. Since the
evaluation of the viscosity is rather expensive in this work, we shall
evaluate the viscosity only for some selected salts. In Fig. 4, the
results for the viscosity of the KF are presented. It can be observed
that the Madrid-2019-Extended force field of this work predicts
quite well the viscosities for concentrations of up to 2 m and rea-
sonably well for the most concentrated 5 m solution. The model
somewhat overestimates the experimental value. This behavior is

TABLE V. Structural properties for chloride electrolyte solutions at 298.15 K and 1 bar: number of contact ion pairs (CIPs),
hydration number of cations (HNc) and anions (HNa), and position of the first maximum of the cation–water (dc−Ow

) and
anion–water (da−Ow

) interaction in the radial distribution function. Experimental data taken from the work of Marcus are
given in parentheses.121 Properties were calculated at low concentrations and close to the solubility limit of each salt.

Salt m (mol/kg) CIP HNc HNa dc−Ow (Å) da−Ow (Å)

RbCl 1 0.05 6.3(5–8) 5.8(5.3–7.2) 2.75(2.79–2.90) 3.04(3.08–3.34)
7 0.23 6.0 5.6 2.75 3.04

CsCl 1 0.07 6.8(8–9) 5.9(5.3–7.2) 2.87(2.95–3.20) 3.04(3.08–3.34)
11 0.48 6.0 5.5 2.85 3.04
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FIG. 3. Density as a function of molality at T = 298.15 K and 1 bar. Blue circles:
this work. Black solid lines: fit of experimental data taken from Ref. 122 for NaF
and KF, Ref. 119 for RbF, and Ref. 123 for CsF. (a) NaF aqueous solutions. (b) KF,
RbF, and CsF aqueous solutions. RbF and CsF densities were shifted up 100 and
200 density units, respectively, for a clear visualization.

similar to the one found for the salts included in the original Madrid-
2019 force field.46 In Fig. 4, we also present the viscosity of the
JC-SPC/E model (which uses integer charges), as determined in this
work. It is clear that in this case, the viscosity is overestimated at
5 m by a factor of two. Thus, for KF, it seems that the use of scaled
charges improves the description of the viscosity. To analyze if the
overestimate of the viscosity of KF by the JC-SPC/E is an exception,
we have also computed the viscosity of JC-SPC/E for NaCl, which is
arguably the most important salt. Somewhat surprisingly, its value at
room temperature and pressure and at high concentrations has not
been reported before (to the best of our knowledge). The value of the
viscosity of NaCl both from the original Madrid-2019 and from the
JC-SPC/E model is presented in Fig. 5(a). Again, it is clear that the
JC-SPC/E model overestimates the experimental value of the viscos-
ity of NaCl solutions at high concentrations. This is not a problem of
the water model as in our previous work, we also showed that the JC
model of NaCl overestimates the viscosity even when used with the
TIP4P/2005 model of water.46 Thus, at least for NaCl and KF, it is

FIG. 4. Shear viscosity curves as a function of concentration for aqueous KF
solutions at 298.15 K and 1 bar. The blue circles represent the results from this
work. The red squares represent the results for JC-SPC/E model, and the black
continuous line represents the fit of experimental data taken from Ref. 124.

clear that the JC-SPC/E model overestimates the value of the viscos-
ity. This overestimation is even greater if we evaluate the ratio of the
model viscosity at different concentrations to the model viscosity in
pure water, as we can see in Fig. 5(b). This is in line with the results
presented by Yue and Panagiotopoulos.49 At low concentrations, it
was shown that the viscosity of the JC-SPC/E increases faster than
that found in experiments and that scaled and polarizable models
of NaCl exhibited better (although not perfect) agreement with the
experiment.

To complete the study of the fluoride salts with the Madrid-
2019-Extended force field, we have analyzed some structural prop-
erties. We have calculated the cation–anion, cation–water, and
anion–water radial distribution functions close to the experimental
solubility limit of each salt.

In Table VI, we have collected all the results obtained for these
structural properties and we have compared them with experimental
x-ray and neutron diffraction data collected in the work of Mar-
cus.121 As with the anion–water distances dF−−Ow , we see that the
value found in this work (around 2.75 Å) is within the experimental
reported values of 2.54–2.87 Å. With respect to the cation–water dis-
tance, the values found in simulations are, in general, slightly lower
(except for K+) than the lower bound reported in experiments. Sim-
ilar behavior was found in Madrid-2019 for the Li+ cation. We do
not have an explanation for this. In any case, it seems that the pre-
diction of the distance if wrong does not result in bad predictions for
the densities. It can be seen that dcation−Ow increases with the size of
the cation. The difference between dK+−Ow and dRb+−Ow

distances is
small, but as expected, dRb+−Ow

is larger. With respect to the hydra-
tion number, one can see that the F− anion can be hydrated by about
5.7 molecules of water (see the results for NaF, which is a system
without CIPs). For the other salts, it holds that the hydration num-
ber of the F− anion plus the number of CIPs is around 6. Thus, for
each molecule of water removed from the hydration shell, a cation
occupies its place, indicating that the size of both water and K+, Rb+,
and Cs+ cations although not identical are not so different. We have
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FIG. 5. Viscosity as a function of concentration for NaCl solutions at 298.15 K
and 1 bar. (a) Shear viscosity results. The blue circles represent the results from
this work with the original Madrid-2019 force field. The red squares represent the
results for the JC-SPC/E model, and the black continuous line represents the fit of
experimental data taken from Refs. 125 and 126. (b) Ratio of the viscosity at differ-
ent concentrations to the viscosity in pure water. The blue solid line represents our
data for the Madrid-2019 model, the red dashed line represents results for the JC-
SPC/E model, and the black solid thick line represents the fit of the experimental
data.

to point out that (with the exception of NaF), the rest of fluorides
have very high solubility values. Moreover, in the case of RbF, at the
solubility limit, the total number of ions is practically equal to the
number of water molecules, and in the case of CsF, it is even higher.
Thus, we cannot apply the same rules as for other salts, and it is clear
that one should allow for a higher number of CIPs. It is also interest-
ing to evaluate what a random mixing model would predict for the
number of CIPs. If differences in size between water and the cations
are neglected, then one would expect that the number of CIPs would
be 6 ⋅ (17/55) = 1.85, 6 ⋅ (28/55) = 3.05, and 6 ⋅ (37/55) = 4.03 for KF,
RbF, and CsF, respectively. The number of water molecules that can
be located around the F− anion is 6, and this is multiplied by the
ratio of the molality to the number of moles of water in 1 kg. As can

be seen, the random mixing model would predict a number of CIPs
higher than found in simulations (1.15, 2.45, and 3.30, respectively,
for KF, RbF, and CsF). To be on the safer side, we checked that no
spontaneous precipitation occurred at the experimental value of the
solubility limit after 50 ns using a large system with 4440 molecules
of water.

We shall now present results for the bromide salts.

C. Bromide salts
In Fig. 6(a), we show the results for densities of LiBr, NaBr,

and KBr. The solubilities of NaBr and KBr are moderate. The den-
sities obtained for these salts are in excellent agreement with all the
experimental data over all the molality range. In the case of LiBr,
the simulation results slightly overestimate the experimental ones at
intermediate molalities, even though the simulation results are very
accurate. In Fig. 6(b), the results for the densities of RbBr and CsBr
salt solutions are presented. As can be seen, the results of Madrid-
2019-Extended are in reasonable agreement with the experimental
ones. It seems that the series of bromides is challenging. In general,
the agreement found is good, but sometimes the density is overesti-
mated (as in LiBr) and sometimes is underestimated (as in RbBr and
CsBr).

The number of CIPs has been evaluated for these salts and is
presented in Table VII. NaBr at 8 m has a number of CIPs of 0.24
and KBr at 5 m has a number of CIPs of 0.29. Both of them follow the
rule proposed by Benavides et al.101 with a number of CIPs around
or below 0.5. The same is true for RbBr and CsBr with a number
of CIPs of 0.58 and 0.37, respectively. Thus, for these salts with the
solubility smaller than 10 m, the number of CIPs is either around or
below 0.5 at the solubility limit. However, for LiBr, with a solubility
of 20 m, the number of CIPs is 1.30.

We have also studied divalent salts for bromides. The orig-
inal Madrid-2019 force field included parameters to describe the
interaction between Mg2+ with water and between Ca2+ with water.
Parameters for the Mg2+–Mg2+ and Ca2+–Ca2+ were also provided
in our previous work. The Br−–Br− interaction was obtained in this
work from the study of 1:1 electrolytes containing Br−. Thus, for
these salts, we can only modify the Br−–Mg2+ and Br−–Ca2+ interac-
tions. As can be seen in Fig. 7, up to 3 m, the results of the force field
reproduce the experimental data. At high concentrations, the results
are reasonable for the model but tend to slightly underestimate the
experimental results in the case of CaBr2 and slightly overestimate
them for MgBr2. The number of contact ion pairs for MgBr2 is 0
and for CaBr2 is 0.04. Both salts have a low number of CIPs and
do not precipitate. In this respect, bromides behave like chlorides.
Both Mg2+ and Ca2+ have a strong interaction with water, and the
cation–anion contact is rare.

Let us now study the behavior of the viscosities for the bro-
mide salts. In particular, we shall analyze LiBr, NaBr, KBr, and
MgBr2. The results are shown in Fig. 8. It is interesting that
experimentally, LiBr, NaBr, and KBr have a small impact on the
viscosity of water (increasing it slightly in the case of NaBr and
LiBr), decreasing it slightly in the case of KBr. The Madrid-2019-
Extended force field is able to capture this effect. Although the
agreement with the experiment is not quantitative, the trends are
described quite well. However, adding MgBr2 significantly increases
the viscosity of water. Again, this effect is captured by the force

J. Chem. Phys. 156, 044505 (2022); doi: 10.1063/5.0077716 156, 044505-10

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

TABLE VI. Structural properties for fluoride electrolyte solutions at 298.15 K (291.15 K for RbF) and 1 bar: number of contact ion pairs (CIPs), hydration number of cations
(HNc) and anions (HNa), and position of the first maximum of the cation–water (dc−Ow

) and anion–water (da−Ow
) interaction in the radial distribution function. Experimental

data taken from the work of Marcus are given in parentheses.121 Properties were calculated close to the solubility limit of each salt and at low concentrations.

Salt m (mol/kg) CIP HNc HNa dc−Ow (Å) da−Ow (Å)

NaF 0.1 0.00 5.5(4–8) 5.8(6–9) 2.33(2.40–2.50) 2.77(2.54–2.87)
0.9 0.02 5.5 5.8 2.33 2.77

KF 1 0.04 5.7(6–8) 5.7(6–9) 2.73(2.60–2.80) 2.76(2.54–2.87)
17 1.15 5.8 4.75 2.73 2.75

RbF 1 0.06 6.4(5–8) 5.7(6–9) 2.76(2.79–2.90) 2.77(2.54–2.87)
28 2.45 4.8 3.45 2.76 2.74

CsF 1 0.05 6.9(8–9) 5.6(6–9) 2.86(2.95–3.20) 2.76(2.54–2.87)
37 3.30 4.0 2.85 2.86 2.73

field, but it seems that the model overestimates the magnitude of
the effect (and the deviation is already visible at 2 m). This is
similar to the behavior found for MgCl2. For these salts, MgCl2
and MgBr2, the scaled charges do a good job in describing the

FIG. 6. Density as a function of molality at T = 298.15 K and 1 bar for bromide salts
of aqueous solutions. (a) LiBr, NaBr, and KBr. (b) RbBr and CsBr. Blue circles: this
work. Black solid lines: fit of experimental data taken from Ref. 119 for all salts and
Ref. 127 for NaBr and KBr. NaBr and CsBr and KBr densities were shifted up 200
and 400 density units, respectively, for a clear visualization.

experimental values of the viscosities but tend to overestimate their
values.

We shall now present (see Table VII) the results for the struc-
tural properties. The hydration number of the bromide anion is
around 6. Except for LiBr, for the rest of salts, the sum of the
hydration number of the anion and the number of CIPs is around
6. That makes sense when taking into account that Na+, K+, Rb+,
and Cs+ have sizes similar to that of water. However, the excep-
tion is LiBr. For this salt, at 20 m, one has 7.1 molecules around
the Br− anion, 5.6 molecules of water, and 1.5 molecules of Li+.
Thus, Li+, when in the first coordination of Br−, provokes a con-
traction of the molecules of water, hydrating the bromide anion.
The bromide–water distance found in this work is within the
range of values reported in experiments. For the cations, again, the
cation–water distance found in simulation is always slightly below
the value reported in experiments. We do not have an explanation
for this finding, especially taking into account that the predictions of
the densities for bromide salts are quite reasonable.

Finally, in Fig. 9, we show the cation–water radial distribu-
tion function as obtained in this work for a 1 m solution of LiBr,
NaBr, KBr, RbBr, and CsBr. It can be seen that the distance at
which the first peak occurs increases with the size of the cation. The
increase is clear for all the cations with one exception. The K+–Ow

and Rb+–Ow have a similar location of the first peak (i.e., 2.73 vs
2.75 Å, respectively).

D. Iodine salts
We now present the properties for the iodine salts. In particu-

lar, we shall consider LiI, NaI, KI, RbI, CsI, MgI2, and CaI2. Thus,
for iodine salts, we present results for a number of cations, includ-
ing monovalent and divalent cations. We shall start by presenting
densities for monovalent ions as obtained from the Madrid-2019-
Extended. The results for LiI, NaI, and KI are shown in Fig. 10(a),
and the results for RbI and CsI are shown in Fig. 10(b).

LiI, NaI, and KI simulation results are in excellent agree-
ment with the experimental ones for the whole range of molali-
ties. However, at the highest molalities studied for each salt (8 m
for KI and 12 m for NaI and LiI), the simulation results slightly
overestimate the experimental values. The results for RbI and
CsI aqueous solutions are shown in Fig. 10(b). The results for
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TABLE VII. Structural properties for bromide electrolyte solutions at 298.15 K and 1 bar: number of contact ion pairs (CIPs), hydration number of cations (HNc) and anions
(HNa), and position of the first maximum of the cation–water (dc−Ow

) and anion–water (da−Ow
) interaction in the radial distribution function. Experimental data taken from

the work of Marcus are given in parentheses.121 Properties were calculated at low concentrations and close to the solubility limit of each salt.

Salt m (mol/kg) CIP HNc HNa dc−Ow (Å) da−Ow (Å)

LiBr 1 0.18 3.8(3.3–5.3) 6.3(4–6) 1.84(1.90–2.25) 3.15(3.01–3.45)
20 1.5 2.0 5.6 1.84 3.15

NaBr 1 0.02 5.5(4–8) 6.0(4–6) 2.34(2.40–2.50) 3.15(3.01–3.45)
8 0.24 5.3 6.0 2.33 3.15

KBr 1 0.04 6.7(6–8) 5.9(4–6) 2.73(2.60–2.80) 3.15(3.01–3.45)
5 0.29 6.4 5.8 2.73 3.15

RbBr 1 0.10 6.3(5–8) 5.8(4–6) 2.76(2.79–2.90) 3.15(3.01–3.45)
7 0.58 5.8 5.4 2.75 3.15

CsBr 1 0.08 6.7(8–9) 5.9(4–6) 2.85(2.95–3.20) 3.15(3.01–3.45)
5 0.37 6.2 5.6 2.85 3.15

MgBr2 1 0.00 6.0(6–8.1) 5.9(4–6) 1.92(2.00–2.11) 3.15(3.01–3.45)
5 0.00 6.0 5.9 1.92 3.15

CaBr2 1 0.00 7.4(5.5–8.2) 6.1(4–6) 2.38(2.39–2.46) 3.15(3.01–3.45)
7 0.04 6.9 6.1 2.38 3.15

both salts are in excellent agreement with the experiment for all
concentrations.

We shall now turn to salts containing divalent cations.
Figure 11 shows the results for the densities of divalent salts
of iodide. The results for CaI2 are in excellent agreement with
experimental data over all the molality range. On the other hand,
results for MgI2 overestimate the experimental values at high
molalities.

Figure 12 shows the viscosities obtained with the Madrid-2019-
Extended force field for NaI and CsI. The agreement is not perfect,
but still reasonable. The case of CsI is special because in experiments,
the viscosity slightly decreases as the salt concentration increases.
The model is not able to capture this decrease in viscosity, but at least

FIG. 7. Density as a function of molality at T = 298.15 K and 1 bar for bromide
salts of 1:2 aqueous solutions, MgBr2 and CaBr2. Blue circles: this work. Black
solid lines: fit of experimental data taken from Refs. 119 and 123. CaBr2 values
were shifted up 200 density units for better legibility.

the increase that occurs is very small. The case of NaI is similar to the
other salts studied in this work and in the Madrid-201946 force field.
The viscosities are well predicted for concentrations of up to 1–2 m
and overestimated afterward. The overestimation is not dramatic
but seems to be a systematic deviation found in the Madrid-2019-
Extended force field. Very little is known about the behavior of the
viscosities at high concentrations for most of the force fields of ionic
systems. The study of Yue and Panagiotopoulos49 and the results for
KF and NaCl presented before seem to suggest that integer charges
deviate typically more from the experiment than scaled charges. It is
also clear that scaled charges improve the description but are not

FIG. 8. Shear viscosity curves as a function of concentration for aqueous bromide
solutions at 298.15 K and 1 bar. The blue circles represent the results from this
work. The continuous lines represent the fit of experimental data taken from Refs.
124, 128, and 129. NaBr, LiBr, and MgBr2 values were shifted up 1, 2, and 3
viscosity units, respectively, for better legibility.
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FIG. 9. Cation–water oxygen radial distribution function for bromide solutions at
298.15 K, 1 bar, and 1 m as were obtained with the Madrid-2019-Extended model
in following solutions: LiBr, NaBr, KBr, RbBr, and CsBr.

FIG. 10. Density as a function of molality at T = 298.15 K and 1 bar for iodide
salts of aqueous solutions. (a) LiI, NaI, and KI. (b) RbI and CsI. Blue circles: this
work. Black solid lines: fit of experimental data taken from Ref. 119. NaI and CsI
densities were shifted up 200 and KI 400 density units for better legibility.

FIG. 11. Density as a function of molality at T = 298.15 K and 1 bar for iodide salts
of 1:2 aqueous solutions, MgI2 and CaI2. Blue circles: this work. Black solid lines:
fit of experimental data taken from Ref. 119. MgI2 values were shifted up 200 units
for better legibility.

able to obtain a full quantitative agreement with the experiment.
Note that the deviations are not due to an incorrect prediction of
densities. The Madrid-2019-Extended force field yields good predic-
tion of the experimental densities. Therefore, the deviations are due
to some missing physics in the model.

Structural properties for iodine salts are presented in
Table VIII. The hydration number of iodine is about 6.1 (although
this number changes from one salt to another at the high concentra-
tions considered in Table VIII). The number of CIPs is almost zero
for Li+, Mg2+, and Ca+, thus reflecting that these ions are strongly
hydrated and CIPs are rare. For the rest of the salts, the number of

FIG. 12. Shear viscosity curves as a function of concentration for aqueous NaI and
CsI solutions at 298.15 K and 1 bar. The blue circles represent the results from this
work. The continuous lines represent the fit of experimental data taken from Refs.
126 and 130 for NaI and Ref. 131 for CsI. NaI values were shifted up 1 viscosity
unit for better legibility.
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TABLE VIII. Structural properties for iodine electrolyte solutions at 298.15 K and 1 bar: number of contact ion pairs (CIPs),
hydration number of cations (HNc) and anions (HNa), and position of the first maximum of the cation–water (dc−Ow

) and
anion–water (da−Ow

) interaction in the radial distribution function. Experimental data taken from the work of Marcus are
given in parentheses.121 Properties were calculated at low concentrations and close to the solubility limit of each salt.

Salt m (mol/kg) CIP HNc HNa dc−Ow (Å) da−Ow (Å)

LiI 1 0.00 4.0(3.3–5.3) 6.1(4–6) 1.84(1.90–2.25) 3.28(3.01–3.45)
12 0.01 4.0 6.1 1.84 3.28

NaI 1 0.01 5.5(4–8) 6.1(4–6) 2.33(2.40–2.50) 3.28(3.01–3.45)
12 1.12 5.3 6.1 2.33 3.28

KI 1 0.03 6.5(6–8) 6.0(4–6) 2.72(2.60–2.80) 3.29(3.01–3.45)
8 0.30 6.2 6.1 2.72 3.28

RbI 1 0.10 6.3(5–8) 6.0(5.3–7.2) 2.75(2.79–2.90) 3.29(3.08–3.34)
7 0.60 5.8 5.5 2.75 3.28

CsI 1 0.10 6.6(8–9) 6.0(5.3–7.2) 2.86(2.95–3.20) 3.28(3.08–3.34)
3 0.35 6.4 5.9 2.86 3.28

MgI2 1 0.00 6.0(6–8.1) 6.1(4–6) 1.92(2.00–2.11) 3.28(3.01–3.45)
5 0.00 6.0 6.1 1.92 3.28

CaI2 1 0.00 7.4(5.5–8.2) 6.0(4–6) 2.38(2.39–2.46) 3.28(3.01–3.45)
7 0.00 6.9 6.6 2.38 3.28

CIPs is typically below 0.5 at the solubility limit. The main exception
to this rule is NaI with a higher number of CIPs.

To finish this section, we shall present results for the
anion–oxygen radial distribution function for F−, Cl−, Br−, and I−.
Figure 13 shows the anion–water oxygen radial distribution
functions for 1 m sodium salt solutions with the different anions
developed in Madrid-2019 and Madrid-2019-Extended force fields.
It can be seen that the anion–oxygen distance increases with the size
of the anion.

E. Sulfate salts
We shall finish by presenting properties for the sulfate salts. We

have included Rb2SO4 and Cs2SO4. The results for the densities are

FIG. 13. Anion–water oxygen radial distribution functions for sodium solutions at
298.15 K, 1 bar, and 1 m as were obtained with the Madrid-2019-Extended model
in the following solutions: NaF (0.9 m), NaCl, NaBr, and NaI.

in excellent agreement with experimental results, as shown in Fig. 14.
Regarding the structural properties (as presented in Table IX), we
can observe similar results than those obtained for the sulfate salts
studied in the Madrid-2019 force field. The number of contact ion
pairs is higher than for other salts. The hydration numbers of the
sulfate group are higher than the experimental ones. In our opinion,
the results obtained by using simulations are more realistic than the
ones from experiments because the size of the sulfate group is too
big to have only eight molecules of water around.

F. Density of molten salts
Although the main purpose of using scaled charges is to

improve the description of the aqueous solution, we shall now

FIG. 14. Density as a function of molality at T = 298.15 K and 1 bar for sulfate
salts of aqueous solutions, Rb2SO4 and Cs2SO4. Blue circles: this work. Black
solid lines: fit of experimental data taken from Refs. 119, 132, and 133. Cs2SO4
values were shifted up 200 density units for better legibility.
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TABLE IX. Structural properties for sulfate electrolyte solutions at 298.15 K and 1 bar: number of contact ion pairs (CIPs), hydration number of cations (HNc) and anions (HNa),
and position of the first maximum of the cation–water (dc−Ow

) and anion–water (da−Ow
) interaction in the radial distribution function. Experimental data taken from the work

of Marcus are given in parentheses.121 Properties were calculated at low concentrations and close to the solubility limit of each salt.

Salt m (mol/kg) CIP HNc HNa dc−Ow (Å) dS−Ow (Å) dOs−Ow (Å)

Rb2SO4 0.5 0.35 6.2(5–8) 12.5(6.4–8.1) 2.75(2.79–2.90) 3.76(3.67–3.89) 3.02(2.84–2.95)
1.5 0.70 6.0 11.7 2.75 3.77 3.02

Cs2SO4 1 0.45 6.5(8–9) 12(6.4–8.1) 2.86(2.95–3.20) 3.78(3.67–3.89) 3.02(2.84–2.95)
5 1.25 5.8 10.2 2.85 3.76 3.02

present results obtained for the molten salts (at room pressure and
at the experimental melting temperature).

In Table X, we have collected the results for the density of the
molten salts. As we pointed out in the Madrid-2019 force field, the
use of scaled charges improves the description of the aqueous elec-
trolyte solutions but at the cost of correctly describing the properties
of the solid and of the melt. In Table X, we can see that the results
obtained for the densities of the melt with scaled charges are about
20% or even 25% below the experimental molten densities. When
we use a unit charge (with the same parameters as for 0.85 charge),
the results are similar to the experimental ones. It is interesting to
mention that we have adjusted the cation–cation and anion–anion

TABLE X. Densities of the molten salts (at 1 bar and the experimental melting tem-
perature106). Values of this work are given under columns labeled qsc and q, which
are obtained using scaled charges (±0.85 Ze) and integer charges (±1.0 Ze) for the
ions, respectively. For LiF, the simulation results were obtained at 200 K above the
experimental melting temperature. For LiBr, the simulation results were obtained at
3000 bar. For MgBr2 and MgI2 chains were observed in the melt reducing the diffusion
of ions in the melt.

Melt density (kg/m3)

Salt Expt. qsc q

LiF 1810 1231 1570
LiBr 2528 2220 2445
LiI 3109 2600 3087
NaF 1948 1524 1949
NaBr 2342 1954 2429
NaI 2742 2166 2685
KF 1910 1327 1708
KBr 2127 1634 2090
KI 2448 1825 2325
RbF 2870 2260 2869
RbCl 2248 1547 1986
RbBr 2715 2150 2715
RbI 2904 2279 2876
CsF 3649 2864 3653
CsCl 2790 1989 2568
CsBr 3133 2357 3036
CsI 3197 2479 3191
MgBr2 2620 2305 2555
MgI2 3050 2693 3004
CaBr2 3111 2485 3017
CaI2 3443 2766 3335

interactions using the results for the densities of the melt. These
interactions have almost no effect on the density of aqueous solution
at low concentrations where by far the most important interactions
are cation–oxygen and anion–oxygen. However, the parameters of
the cation–anion interactions were determined having two prop-
erties in mind, namely, the density of the melt and a reasonable
number of CIPs at the experimental value of the solubility limit. It
should be mentioned that in simulations, we found problems for
LiF and LiBr in getting a stable melt at the experimental condi-
tions. In the case of LiF, we found spontaneous crystalization of the
molten salt, and for LiBr, we found spontaneous cavitation (due to
the formation of chains of ions). For these two salts, our reported
simulations were obtained at 200 K above the experimental melting
temperature for LiF and 3000 bar at the experimental melting tem-
perature for LiBr (at 1 bar, a 7%–8% lower density is expected, taking
into account the experimental behavior of other molten salts).134

G. Self-diffusion coefficient of ions at infinite dilution
Let us finish by presenting results for the diffusion coefficient of

the ions at infinite dilution. We have performed molecular dynamics
simulations of systems with 5550 water molecules and 1 ion in order
to study the self-diffusion coefficient of the ion at infinite dilution.
The fact that we are using only one ion (we have denoted that as
single ion) implies that the system is not electroneutral (although
technically the use of Ewald sums implies that one has a neutralizing
diffuse background of opposite charge). This is a standard practice
done to compute diffusion coefficients at infinite dilution. However,
to check for the possible existence of artifacts, we also simulated an
electroneutral system having 5550 water molecules, 1 Na+ and 1 Cl−

corresponding to a molality of 0.01 m, and we obtained quite similar
results to those obtained with single ion simulations. Thus, we have
used the single ion method in the rest of the ions. All the results given
in Table XI and presented in Fig. 15 are the result of the average of
five independent runs of 40 ns with 5550 water molecules and one
ion so that each point obtained is the result of 200 ns of simulation,
2.8 μs in total. For the Madrid-2019 model, we have also included
in Table XI the results obtained by Döpke et al.,43 obtaining good
agreement with ours except for Cl− where we obtained an slightly
larger value (although still within the combined uncertainty). Note
that the results of Döpke et al. were obtained using a smaller system
having 523 molecules of water.

Figure 15(a) shows that the results for most of the cations (with
the exception of Rb+) are in excellent agreement with experimental
results. It can also be seen that for monovalent cations, the diffu-
sion coefficient increases as the water–cation distance increases. For
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TABLE XI. Diffusion coefficients of the Madrid-2019 ions (in cm2/s) at 1 bar and
298.15 K. We present the results obtained in this work and the results of Döpke
et al.43 The experimental values are from Ref. 106. The results are obtained from
the average of five independent simulations, and we have applied the hydrodynamic
corrections of Yeh and Hummer.135 The results reported by Dopke et al. also include
this correction.

Dthis work ⋅ 105 Dthis work ⋅ 105

Ion Dexp ⋅ 105 Single ion Electroneutral DDopke ⋅ 105

Na+ 1.334 1.36(07) 1.39(11) 1.28(15)
Cl− 2.03 1.76(09) 1.75(08) 1.60(08)
K+ 1.957 1.90(11) ⋅ ⋅ ⋅ 1.93(06)
Li+ 1.029 1.07(09) ⋅ ⋅ ⋅ 1.08(02)
Mg2+ 0.706 0.82(07) ⋅ ⋅ ⋅ 0.87(13)
Ca2+ 0.792 0.84(04) ⋅ ⋅ ⋅ 0.89(08)
SO2−

4 1.065 1.27(05) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
F− 1.475 1.36(4) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
Br− 2.080 1.68(5) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
I− 2.045 1.71(6) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
Rb+ 2.072 1.88(5) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
Cs+ 2.056 1.99(6) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

divalent cations, on the other hand, there is no major change in the
diffusion coefficient with increasing water–cation distance. In the
case of the anions (in particular for halogens), the results obtained
are below the experimental ones with the exception of the sulfate in
which the opposite is true, as we can see in Fig. 15(b). In this case, the
diffusion coefficient increases from the fluorine anion to the chlorine
anion and remains constant thereafter. Note that we have applied
the hydrodynamic corrections of Yeh and Hummer135 using the vis-
cosity of the TIP4P/2005 water model. We have considered that the
viscosity of the system is not affected by the presence of one single
ion, i.e., at infinite dilution.

H. Diffusion coefficient of water for several salts:
Stokes–Einstein relation for aqueous electrolytes

In this work, we have also considered it relevant to analyze the
water diffusion coefficients for various aqueous solutions of elec-
trolytes at different concentrations. The salts chosen have been some
of those for which we have calculated the viscosity. This is due to
the fact that when applying the Yeh and Hummer corrections,135 the
viscosity used was that of the model. As can be seen in Fig. 16(a),
the force field, in the case of KF, is able to reproduce the experi-
mental results accurately (it was the salt that best reproduced the
viscosities). Nevertheless, in the case of CsI, we have the same prob-
lem that other authors pointed out.48 The diffusion coefficient of
water in CsI aqueous solutions increases with the concentration.
This behavior is anomalous, and capturing the experimental trend
is not possible even after using scaled charges. For CsI, the model is
able to capture at least a very small impact of the salt on the diffu-
sion coefficient of water. It is true that Ding et al.69 showed that with
ab initio calculations, it is possible to reproduce this trend. We have
also calculated the diffusion coefficients of water in the presence of
other three salts in order to evaluate if the product of the viscosity
and the diffusion coefficient of water remains constant (i.e., if the

FIG. 15. Diffusion coefficients of the Madrid-2019 ions at 1 bar and 298.15 K (full
circles) compared with experimental values106 (empty circles) in function of the
position of the first maximum of the cation–water (dcation−Ow

) and anion–water
(danion−Ow

) interaction in the radial distribution function. (a) Results for cations.
Monovalent cations are shown in blue. Divalent cations are shown in red. (b)
Results for anions. Monovalent anions are shown in blue. Sulfate anions are shown
in red.

Stokes–Einstein relation50 is satisfied). In Fig. 16(b), we have plot-
ted the values of the product of the water diffusion coefficient and
viscosity obtained in this work vs salt concentration. It can be seen
how all the results follow the same trend and all salts keep the D ⋅ η
product almost constant with a slight increase with the concentra-
tion. The experimental results (dashed lines) show the same trend.
The agreement between experimental and simulation results for the
product D ⋅ η is excellent. Of course, just because the model repro-
duces the experimental results of the product D ⋅ η does not mean
that it reproduces the experimental values of viscosity and diffusion
coefficients. What happens is that when the force field overesti-
mates the experimental viscosity, to keep constant the product (and
reproduce experimental results), the model must underestimate the
diffusion coefficients of the water.
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FIG. 16. (a) Diffusion coefficients of water for several salts of the Madrid-2019-
Extended at 1 bar and 298.15 K. The green triangles represent the results for CsI,
and the black squares represent those for KF. (b) Product of the water diffusion
coefficient and viscosity in function of molality for different salts of the Madrid-2019-
Extended model: the blue circles represent the results for NaBr, the red squares
represent those for NaI, and the pink triangles represent those for RbCl. Experi-
mental results are plotted in dashed lines in the same colors as their respective
salts. Experimental diffusion coefficients were obtained from Ref. 136.

V. CONCLUDING REMARKS
In this work, we have developed a Madrid-2019-Extended

force field for electrolytes in water (as described by the TIP4P/2005
model). This force field extends the Madrid-2019 force field to the
cations Rb+ and Cs+ and to the anions F−, Br−, and I−. Thus,
the Madrid-2019-Extended force field includes the ions considered
in the celebrated Joung–Cheatham force field and some additional
ions, such as Mg2+, Ca2+ and SO2−

4 . We have presented results for
the densities of a number of salts and the viscosities for some selected
salts. Hydration numbers, radial distribution functions, and contact
ion pairs were also calculated, as well as diffusion coefficients of the
ions at infinite dilution. The main conclusions of this work are as
follows:

● The use of scaled charges allows us to accurately describe the
densities of a large number of salts as was already the case
with the Madrid-2019 force field.

● As pointed out in the Madrid-2019 force field, the use of
scaled charges improves the description of aqueous solu-
tions, but the cost is the description of solid phases: densities
for molten salts are underestimated by about 20%.

● Following the philosophy of the Madrid-2019 force field, the
charge of 0.85 Ze quite well describes the viscosities for con-
centrations of up to 2 m. However, at higher molalities, there
are large deviations, especially for divalent salts.

● Self-diffusion coefficients at infinite dilution are accurately
described for most of the cations but not for the anions,
whose results are slightly worse.

● No spontaneous precipitation was found when performing
simulations at the experimental value of the solubility limit.

● The number of CIPs was, in general, below 0.5 for salts with
the solubility smaller than 10 m. For salts with huge solubil-
ity, this rule cannot be applied. For these salts, the number
of CIPs was smaller by about a factor of between 0.6 and 0.8
of that found from the random mixing rule, thus illustrating
that water is a good solvent for the ions.

To summarize, the combination of a good model of water
and scaled charges yields a reasonable description of electrolyte
solutions, improving unit charge force field results. The Madrid-
2019-Extended force field should be regarded as a computationally
cost-effective way of introducing some degree of polarization. The
model provides reasonable results, but for certain properties, the
agreement with the experiment is not quantitative, thus showing the
limits of this approach. In the particular case of transport proper-
ties, it is clear that there is room for improvement. One could argue
that polarizable models should improve the description. Time is
needed to provide evidence of that. In addition, the impact of nuclear
quantum effects on transport properties of electrolytes has not been
considered in detail in the literature. For the time being, we hope that
the Madrid-2019-Extended, with care, could be useful to provide
some predictions regarding interesting physical problems. In the
future, it will be useful to study the performance of the Madrid-2019
force field in a number of problems, such as solubilities, freezing
point depression, nucleation of ice in salty solutions, and electri-
cal conductivity. A face to face comparison with force fields that
use integer charges will bring more evidence of the benefits and
drawbacks of using scaled charges.

SUPPLEMENTARY MATERIAL

See the supplementary material for the numerical results for
densities and viscosities obtained in this work for several salt
solutions and the complete set of parameters for the force field
Madrid-2019 and its extended version and also the topol.top file of
GROMACS with the force field Madrid-2019 and its extended
version attached with this paper.
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