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ABSTRACT
The Madrid-2019 intermolecular potential was developed for use in molecular simulations of salty aqueous solutions. The selection of the
accurate TIP4P/2005 potential for water and the adoption of scaled charges for ions, ±0.85e for monovalent ions and ±1.70e for divalent
ions, are the key features of the model. The use of scaled charges enhances the description of several properties, including solubility, trans-
port properties, the density maximum, and the water activity in ionic solutions. In this study, we will investigate the performance of scaled
charges in describing the properties of inorganic salts containing Cl−, Li+, Na+, and Ca+2 in another polar solvent, methanol. The ion charges
and ion–ion interactions were taken from the Madrid-2019 potential, while the accurate OPLS/2016 model was selected for methanol. The
protocol used in the development of the Madrid-2019 model, particularly regarding the selection of target properties in the fitting procedure,
was applied to create this potential using LiCl, NaCl, and CaCl2 as inorganic salts. Its predictive ability was evaluated by calculating the den-
sity, dielectric constant, self-diffusion coefficients of methanol and ions, and viscosity for methanolic solutions of these three salts. As will be
shown, the experimentally observed effects of salt addition are reproduced by the new model, not only qualitatively but also quantitatively.
Furthermore, since the interaction potential is compatible with the Madrid-2019 model, we also demonstrated its accurate predictive ability
in the ternary system methanol + water + NaCl.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0246314

I. INTRODUCTION

The development of intermolecular potentials for pure water
to be used in molecular simulations has been extensively studied
since the pioneering works of Barker and Watts1 and Rahman and
Stillinger.2 The most popular potentials are rigid, non-polarizable
models, due to their simplicity and accuracy. In these models, the
water molecule is treated as a rigid body with a set of interaction
sites located at specific positions, typically corresponding to the
atomic positions. The interaction energy between sites of different
molecules is generally calculated as the sum of the Lennard-Jones
(LJ) intermolecular potential and a Coulombic term arising from
partial charges situated at the interaction sites. Typically, a LJ site
is placed at the oxygen atom of the water molecule. There are three

main approaches to the placement of charges: in three-site models
such as TIP3P,3 SPC,4 or SPC/E,5 charges are located at each atom
(oxygen and hydrogens); in the four-site models such as TIP4P3 or
TIP4P/2005,6 charges are positioned on the hydrogens, with an addi-
tional charge located along the bisector of the HOH angle; and in
five-site models, such as the TIP5P model,7 charges are placed on
the hydrogens, and two negative charges represent the lone elec-
tron pairs of the oxygen. In older models, parameter values were
estimated by fitting the density and vaporization enthalpy under
ambient T and p conditions (i.e., 298 K and 1 bar). In more mod-
ern models, the fitting procedure has become more sophisticated,
incorporating properties as a function of temperature, phase tran-
sition properties such as vapor–liquid or solid–liquid equilibrium,
and singularities such as the density–temperature behavior under
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ambient conditions. The TIP4P/2005 deserves special attention, as
its performance has been shown to surpass that of earlier models.
A comprehensive comparison of models against experimental data
for a variety of properties across different phases demonstrated its
superiority.8 This success has been attributed to an optimized charge
distribution and the careful selection of target properties during the
fitting procedure.

Simulations of aqueous salt solutions require the addition of
electrolyte–electrolyte and water–electrolyte interaction potentials
to the water–water intermolecular potential. A significant body of
work has focused on developing accurate intermolecular potentials
for aqueous solutions of inorganic salts.9–35 Notable and widely used
intermolecular potentials were developed by Joung and Cheatham21

and the Lynden–Bell group.36 In both cases, a wide variety of ions
were considered; the former allows for the use of three differ-
ent water models, while the latter was specifically designed for the
SPC/E water model. In all these cases, monovalent electrolytes were
modeled as LJ centers with charges of +e for cations and −e for
anions. However, extensive simulations using these types of mod-
els have revealed certain deficiencies, summarized as follows: (i)
The estimated viscosity and water diffusion constants at moderate
concentrations are, respectively, too high and too low compared
to experimental results.37 (ii) The solubility of salts is significantly
lower than that observed experimentally.38 (iii) The number of con-
tact ion pairs (CIPs) at moderate concentrations is too high, a phe-
nomenon correlated with the low solubility described in point (ii).
These inaccuracies have led some authors39–41 to consider using par-
tial charges for ions that differ from the common ±e. This approach
can be theoretically justified by the fact that non-polarizable mod-
els provide an incomplete description of the electronic degrees of
freedom in the simulated system. In this context, Leontyev42–47 pro-
posed accounting for the effects of a phenomenological electronic
continuum by scaling the ion charges by a factor of ε−1/2

el , where
εel is the experimental high-frequency dielectric constant of pure
water.48 With this adjustment, the scaled partial charges for the ions
became ±0.75e. This approach was adopted by Jungwirth and co-
workers49–53 to develop an improved intermolecular potential for
salty aqueous solutions. On the other hand, Kann and Skinner54 sug-
gested setting εel = εexp/εsim, i.e., the ratio between the experimental
and simulated dielectric constants of pure water. This method has
the advantage of recovering the Debye–Huckel law at infinite dilu-
tion. Vega and co-workers39,55 applied Skinner’s suggestion along
with the accurate TIP4P/2005 water model and a specific fitting
methodology to develop an improved intermolecular potential for
salty aqueous solutions: the Madrid-2019 model. In this model,
the partial charges for monovalent ions were set to ±0.85e and for
divalent ions to ±1.70e.

The methanol molecule can be derived from water by sub-
stituting one hydrogen atom with a methyl group. This simple
modification induces significant changes at the molecular scale (e.g.,
the tetrahedral network of pure water disappears, and linear chains
become the preferred aggregates) and in thermodynamic behavior,
where most of the anomalies observed in pure water are absent in
methanol. In the simplest rigid, non-polarizable models, methanol
is typically represented as a three-site model, with both a LJ cen-
ter and a partial charge assigned to the methyl group and the
oxygen atom, while the hydrogen atom is modeled with a single par-
tial charge. As with water models, the initial parameterizations for

methanol models were based on fitting to properties such as den-
sity and vaporization enthalpy. Notable examples include the OPLS
model by Jorgensen56 and the H1 model by Haughney et al.57 Sub-
sequent improvements incorporated additional properties, such as
vapor–liquid equilibrium (VLE) data, into the fitting process, as
shown in the L158 and L259 models. The OPLS/2016 model60 is con-
sidered the methanol equivalent of the TIP4P/2005 model for water.
Its parameterization was derived using the same fitting methodol-
ogy as TIP4P/2005 and provides the most accurate description of
methanol, as demonstrated in extensive comparisons with experi-
mental data (these include dynamic and thermodynamic properties,
as well as phase change thermodynamics60). Simulations of salty
methanolic solutions have often used salt parameterizations origi-
nally developed for aqueous solutions. These typically involve the LJ
parameters and partial charges for the ions defined in those stud-
ies, combined with selected combining rules for cross LJ parameters
between methanol sites and ions.61–69 For specific salts in methanolic
solutions, tailored interaction parameters have been proposed.70–73

In all cases, the partial charges of the ions were set to ±e for
monovalent ions and ± 2e for divalent ions.

Developing an intermolecular potential for salty methanolic
solutions using the accurate OPLS/2016 model for methanol and LJ
centers with scaled charges for ions appears to be a natural improve-
ment in this field. According to the scaling method proposed by
Skinner, the scaling factor for this model is 0.91. While this value
would result in the most accurate potential for methanolic salty solu-
tions, it presents a significant disadvantage: it is incompatible with
the Madrid-2019 model. Consequently, ternary systems involving
methanol, water, and salts could not be studied. Since 0.91 is rela-
tively close to 0.85, we believe it is preferable to ensure compatibility
by accepting a slight degree of inaccuracy. Therefore, the new poten-
tial should adopt the same scaled charges as the Madrid-2019 model
(±0.85e for monovalent ions and ±1.70e for divalent ions), as well as
identical ion–ion interactions.

In this work, we initiated the development of this potential by
determining the interactions between the sites of the OPLS/2016
methanol model and the ions Cl−, Li+, Na+, and Ca+2. The same
fitting methodology used in the development of the Madrid-2019
model was applied here, utilizing reference data for methanolic solu-
tions of two monovalent salts (sodium chloride, NaCl; and lithium
chloride, LiCl) and one divalent salt (calcium chloride, CaCl2). The
predictive ability of the new potential was evaluated by calculating
the density, self-diffusion coefficients for methanol and ions, the
dielectric constant, and viscosity, which were then compared with
the available experimental data for the selected methanolic solutions.
Finally, based on the claimed compatibility, we combined this new
potential with the Madrid-2019 model to test its accuracy in the
ternary methanol+water+NaCl system. Salty solutions in the water
+ methanol system have garnered considerable attention in recent
years.67,74–85

II. MODELS AND SIMULATION DETAILS
The OPLS/2016 model treats methanol as a rigid body with

three mass centers located in the methyl group (CH3), the oxy-
gen atom of the hydroxyl group (OM), and the hydrogen atom
of the hydroxyl group (H). Both the methyl group and the oxy-
gen atom serve as LJ centers and carry partial charges, while the
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TABLE I. Lennard-Jones parameters, εa and σa; partial charges, qa; and geometry of the OPLS/2016 model for methanol,
TIP4P/2005 model for water, and Madrid-2019 for ions Cl−, Li+, Na+, and Ca+2.

εa (kJ mol−1) σa (nm) qa (e) Geometry

OPLS/2016

CH3 0.918 333 2 0.364 99 0.1546 d (O–CH3) = 0.143 nm
OM 0.812 947 3 0.316 59 −0.6544 d (O–H) = 0.0945 nm
H 0.0 0.0 0.4998 H–O–CH3 = 108.50○

TIP4P/2005

OW 0.774 90 0.315 89 0.0 d (OW–HW1) = 0.095 72 nm
HW1 0.0 0.0 0.5564 d (OW–HW2) = 0.095 72 nm
HW2 0.0 0.0 0.5564 d (OW–M) = 0.015 46 nm
M −1.1128 HW1–OW–HW2 = 104.52○

Madrid-2019

Cl− 0.076 923 08 0.469 905 63 −0.85
Li+ 0.435 090 0.143 970 0.85
Na+ 1.472 355 77 0.221 736 68 0.85
Ca+2 0.507 200 0.266 560 1.70

hydrogen atom only carries a partial charge. Table I provides the
values of the LJ parameters, partial charges, and molecular geometry
for methanol. The Madrid-2019 model was employed to represent
the ions Cl−, Li+, Na+, and Ca+2. In this model, the ions are repre-
sented as LJ centers with partial charges of ±0.85e for monovalent
ions and ±1.70e for divalent ions. The parameters for each ion in the
Madrid-2019 model are also listed in Table I.

The intermolecular energy Uab between sites a and b of
different molecules or ions is evaluated from the following function:

Uab = 4εab((
σab

rab
)

12
− (σab

rab
)

6
) + 1

4πε0

qaqb

rab
, (1)

where εab and σab are the LJ cross parameters between a and b sites,
rab is the distance between sites, qa and qb are the charges of both

sites, and ε0 is the relative permittivity of vacuum. Partial charges
are presented in Table I. The LJ cross parameters between the same
interaction sites in different molecules or ions are those given in
Table I. The LJ cross parameters between distinct interaction sites,
εab and σab, involved in methanol–methanol, methanol–ion, and
ion–ion interactions are now established. The LJ cross parameters
for methanol–methanol interactions are calculated using the geo-
metric mean combining rule [εab = (εaεb)1/2; σab = (σaσb)1/2]. These
parameters are derived from the LJ parameters listed in Table I.
The ion–ion LJ cross parameters were taken from the Madrid-2019
model, which in some cases employs the Lorentz–Berthelot (LB)
combining rule: [εab = (εaεb)1/2; σab = (σa + σb)/2]. Finally, the LJ
cross parameters for methanol–ion interactions, which represent the
novelty of this work, are determined following the fitting proce-
dure described below. All the resulting parameters are provided in
Tables II and III.

TABLE II. Epsilon cross Lennard-Jones parameter, εab, between sites of different molecules or ions. In bold are highlighted
the fitted parameters of this work not derived from any combining rule, and in plain text, the parameters obtained using both
the geometric mean or the Lorentz–Berthelot combining rules (from the LJ parameter of each site given in Table I) or the
values taken from the Madrid-2019 force field.

εab (kJ mol−1)

Site/site OM OW Cl− Li+ Na+ Ca+2

CH3 0.864 035 01a 1.207 385 8b 0.265 783 78c 7.5 7.2 9.5
OM 0.712 159 3b 0.250 068 81c 7.5 7.2 9.5
OW 0.061 983 47d 0.700 650 03d 0.793 388 30d 7.25d

Cl− 1.282 943 85d 1.438 894 23d 1.00d

aGeometric mean combining rule.
bGonzález-Salgado et al.86

cLorentz–Berthelot combining rule.
dMadrid-2019 model.
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TABLE III. Sigma cross Lennard-Jones parameter, σab, between different sites or different molecules or ions. In bold are
highlighted the fitted parameters of this work not derived from any combining rule, and in plain text, the parameters obtained
using both the geometric mean or the Lorentz–Berthelot combining rules (from the LJ parameter of each site given in Table I)
or the values taken from the Madrid-2019 force field.

σab (nm)

Site/site OM OW Cl− Li+ Na+ Ca+2

CH3 0.339 929 68a 0.340 06b 0.417 447 82c 0.254 48c 0.293 363 34c 0.215 775
OM 0.317 93b 0.393 247 82c 0.230 28c 0.269 163 34c 0.191 575
OW 0.423 866 98d 0.212 000 00d 0.260 837 54d 0.240 000 00d

Cl− 0.270 000 00d 0.300 512 31d 0.315 000 00d

aGeometric mean combining rule.
bGonzález-Salgado et al.86

cLorentz–Berthelot combining rule.
dMadrid-2019 model.

In this work, we adopt the same fitting approach proposed for
the development of the Madrid-2019 model. In particular, it is neces-
sary to determine only the LJ cross parameters between the CH3 and
OM sites in the OPLS/2016 model and the ions Cl−, Li+, Na+, and
Ca+2. The total number of parameters to be determined is 16. The
LJ cross parameters were optimized by using the experimental den-
sity of methanolic solutions of the salts NaCl, LiCl, and CaCl2 as the
target property in the fitting procedure. Density was chosen as the
target property, as in the development of the Madrid-2019 model,
due to its reliable and high-accuracy experimental measurements.
In addition, we monitored the number of contact ion pairs (CIPs) at
the solubility limit, ensuring low values to prevent precipitation at
low concentrations. This approach is based on the findings of Bena-
vides et al.,87 who demonstrated that CIP values lower than 0.5 in
aqueous solutions with solubility below 11 m ensure homogeneous
mixing at the experimental solubility.

Initially, we tested whether the densities of our systems could
be accurately predicted while keeping all parameters fixed to the val-
ues determined by the LB combining rule. As shown below, this
approach consistently underestimated the experimental densities.
To define a new set of parameter values in a straightforward man-
ner, we decided to constrain most of the parameters to the LB
values, allowing only a few to vary during the optimization process.
Our initial decision was to constrain the anion–methanol interac-
tion, as the σ values determined by the LB combining rule closely
agree (as will be shown below) with the experimental position of
the maximum in the anion–methanol radial distribution function.
With this choice, the responsibility for fitting was placed entirely
on the cation–methanol interaction. A priori, an increase in den-
sity could be achieved either by decreasing the σ parameter or by
increasing the ε parameter. To simplify the process, we considered
the same ε value for the cation-CH3 and cation-OM interactions and
avoided simultaneous variation of both σ and ε parameters. After
testing both approaches, we found better performance by increasing
the ε parameters for the cation–methanol interactions in the NaCl
and LiCl solutions (this result is illustrated in the supplementary
material for LiCl solutions). In the case of CaCl2, while the den-
sity could also be accurately predicted using this scheme, the CIP
value at the solubility limit was too high. Consequently, we opted to

also reduce the σ values for the cation–methanol interaction. This
adjustment yielded a set of parameters that met all the require-
ments of the proposed protocol. As will be shown, this reduction
allowed our simulations to match the experimental position of the
maximum in the cation–methanol radial distribution function. In
summary, we assumed the following: (i) the LJ cross parameters
(anion-methanol), εab and σab, for Cl−, and the σab values (cation-
methanol) for Li+ and Na+ were fixed by the LB combining rule;
and (ii) the εab parameters for cation interactions with CH3 and OM
were the same. With these considerations, the number of fitting vari-
ables was reduced to five. As shown in Table II, the ε parameters
for cation–methanol interactions are an order of magnitude higher
than the LB values. This result stems primarily from the constraints
imposed during the fitting procedure, although other approaches
could yield similar results at the cost of increased complexity in the
fitting process.

NVT and NpT molecular dynamics simulations88,89 were per-
formed using the GROMACS software (2021 version)90 using a
cubic box under periodic boundary conditions. The Nosé–Hoover
thermostat91,92 and the Parrinello–Rahman barostat93 were chosen
to fix temperature and pressure using, in both cases, 2 ps as a
time constant. Equations of motion were integrated using the Ver-
let algorithm with a time constant of 1 fs. A cutoff radius of 1 nm was
used to compute the Lennard-Jones interaction, and it was also used
for the real part of the Particle Mesh Ewald method94 (PME), which
was selected for dealing with Coulombic interactions. The non-real
part of the PME method was evaluated with a fourth degree interpo-
lation and a mesh size of 0.1 nm. Common long range corrections
to energy and pressure for the Lennard-Jones part of the potential
were included.88 The lengths of the simulations were typically 10 ns
for NpT and 200 ns for NVT simulations.

NpT simulations were used for computing the density and
the radial distribution functions (rdfs). From the radial distribution
function between sites X and Y , gXY (r), we have computed the num-
ber nY(X) of atoms/groups Y in the first coordination shell of site X
using the following expression:

nY(X) = ∫
rmin

0
dr4πr2gXY(r)ρY , (2)
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where r is the distance between X and Y sites, rmin is the position of
the first minimum in the rdf, and ρY is the number density of Y sites
in the system. When X and Y are a cation and an anion, respectively,
nY(X) is the number of ionic contact pairs, CIP, and when X is an
ion and Y is the oxygen atom in methanol, nY(X) is the number of
coordination of ion X.

NVT simulations were employed for the evaluation of the
dielectric constant, diffusion coefficient for ions and methanol, and
the shear viscosity. Configurations were stored every 100 simulation
steps for the calculation of the first two magnitudes. The dielectric
constant, ε, is evaluated using the following formula:

ε = 1 + 4π
3kTV

⟨M2⟩, (3)

where k is the Boltzmann constant, T is the temperature, V is the
volume, and M is the total dipolar moment in the simulation box.
The self-diffusion coefficient, D, was evaluated using the following
Einstein equation:

6Dt = lim
t→∞
⟨∣ri(t) − ri(0)∣⟩2, (4)

where ri(t) is the vector of the position of particle i at time t. The
100–500 ps window was considered for our calculations. The shear
viscosity, η, was evaluated through the Green–Kubo relation,

η = V
kT∫

∞

0
dt⟨Pαβ(t0)Pαβ(t0 + t)⟩, (5)

where Pαβ is the component αβ (off-diagonal) of the pressure tensor,
and the brackets represent an average over different time origins.
We have computed the average for the off-diagonal components Pxy,
Pxz , and Pyz , but also for (Pxx − Pyy)/2 and (Pyy − Pzz)/2. Since all
of them are mutually equivalent, the final autocorrelation function,
ACF, was computed as the average of all these results. Finally, the
shear viscosity was determined by integration of ACF up to 60 ps
in all the cases except in the highest salt mole fractions of the CaCl2
system, for which 240 ps were needed.

III. RESULTS AND DISCUSSION
The concentration of each mixture is characterized by the salt

mole fraction, defined here as x = N+/(N+ +Nmet), where N+ is the
number of cations and Nmet is the number of methanol molecules.

TABLE IV. Number of methanol molecules, Nmet, of cations, N+, and anions, N−, for
the salty methanol solutions of salt mole fraction, x.

Salt x Nmet N− N+

NaCl 0.000 499 4000 2 2
NaCl 0.000 999 4000 4 4
NaCl 0.001 996 4000 8 8
NaCl 0.003 984 4000 16 16
NaCl 0.007 936 4000 32 32
LiCl 0.001 996 4000 8 8
LiCl 0.010 146 4000 41 41
LiCl 0.020 088 4000 82 82
LiCl 0.030 068 4000 124 124
LiCl 0.040 077 4000 167 167
LiCl 0.20 3200 800 800
CaCl2 0.001 996 4000 16 8
CaCl2 0.020 088 4000 164 82
CaCl2 0.040 077 4000 334 167
CaCl2 0.059 929 4000 510 255
CaCl2 0.069 984 4000 602 301
CaCl2 0.080 037 4000 696 348

All simulations were performed at 298.15 K and 1 bar. At room tem-
perature and pressure, the solubility of NaCl in methanol, expressed
as the mole fraction (the ratio of the number of moles of salt to
the total number of moles in the mixture), is significantly lower
(x = 0.008)95 compared to LiCl (x = 0.25)96 and CaCl2 (x = 0.10).97

All simulations were conducted with Nmet = 4000, except for one
mixture where Nmet = 3200. This choice ensures that finite-size
effects (especially for diffusion coefficients that typically increase
with the system size98) should be quite small while allowing simu-
lations with enough numbers of ions within the composition range
where NaCl is soluble. Table IV provides the specific values of the
number of methanol molecules, Nmet, anions, N−, and cations, N+,
used in the simulated mixtures.

Figures 1–7 present the density, ρ; dielectric constant, ε; viscos-
ity, η; self-diffusion coefficients, Dmet, DCl, and Di, where i represents
Na+, Li+, or Ca+2; as well as several derived properties, plotted as a
function of salt mole fraction, x, compared with the available exper-
imental data. Where available, simulation data from Reiser et al.64

FIG. 1. Density, ρ, plotted against salt mole fraction, x, at 298.15 K and 1 bar for methanolic solutions of (a) NaCl (black), (b) LiCl (blue), and (c) CaCl2 (red). Empty
squares (results obtained by using Lorentz–Berthelot combining rules for methanol–ion interactions, OPLS/2016 for methanol–methanol interactions, and the Madrid-2019
force field for ion–ion interactions), dotted lines (results obtained with the force field proposed by Reiser et al.64), and filled circles (simulation results obtained with the force
field proposed in this work). Full lines are experimental data. The inset graphic expands the region where simulation data can be compared with experimental data for LiCl
solutions, which are available only up to a molar fraction of 0.04.
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FIG. 2. (a) and (b) Dielectric constant,
ε, and (c) and (d) Δε = (ε(x) − ε(0))/
ε(0)) plotted against salt mole fraction,
x, at 298.15 K and 1 bar for methano-
lic solutions of NaCl (black), LiCl (blue),
and CaCl2 (red). Full circles are the sim-
ulation data of this work, empty squares
are the simulation data of the Reiser
et al.64 model reported by Pizio and co-
workers,99 and full lines are the exper-
imental data. Empty triangles are the
simulation data of this work corrected by
the factor 1.26.

and Pizio and co-workers99 are included in order to compare
our results with a parameterization that uses the L259 model for
methanol and charges ±e for monovalent salts and ±2e for divalent
salts. In Fig. 1, simulation data obtained using the LB combining rule
are also included to emphasize the importance of conducting a new
parameterization. Except for Fig. 1, all other figures are organized
into two columns: the left column shows results for methanolic solu-
tions of NaCl, while the right column presents results for solutions
of LiCl and CaCl2. This layout was chosen to improve clarity due to
the limited solubility of NaCl in methanol.

The simulated density is presented in Fig. 1 alongside exper-
imental data.64,100,101 Starting with the NaCl methanolic solution
[Fig. 1(a)], it is worth noting that the simulation data at x = 0
(pure methanol) is slightly lower than the experimental value. This
discrepancy arises solely from the OPLS/2016 model and was main-
tained approximately constant during the fitting process to ensure
that the new parameterization accurately captures the experimen-
tal variation in density with the addition of salt. Consequently, the

experimental ρ-x slope (1.43 g cm−3) is in excellent agreement with
the simulated slope (1.43 g cm−3). A similar approach was applied to
the methanolic solutions of LiCl and CaCl2, as shown in Figs. 1(b)
and 1(c). The agreement between experimental and simulation data
is evident, and the deviation observed at x = 0 in NaCl is not appre-
ciated here due to the larger range in both axes. The experimental
and simulated ρ-x slopes for LiCl are (1.04, 1.05 g cm−3), and for
CaCl2 are (2.67, 2.64 g cm−3). These results clearly rank the effect
of salt addition on density as LiCl < NaCl < CaCl2. Furthermore,
simulation data from Reiser et al.64 also show good agreement with
simulation results (although overestimating the experimental densi-
ties slightly for NaCl solutions and underestimating them for LiCl
solutions at high concentrations).

The simulated dielectric constant for the salty methanolic solu-
tions of this work is presented in Figs. 2(a) and 2(b) compared to
experimental data.102 Experimental data are only available for NaCl
and LiCl solutions. In the salt mole fraction range x = 0–0.010, where
the two monovalent salt solutions (NaCl and LiCl) can be directly

FIG. 3. Shear viscosity, η, plotted against
salt mole fraction, x, at 298.15 K and
1 bar for methanolic solutions of (a)
NaCl (black), (b) LiCl (blue), and CaCl2
(red). Points are simulation data, and full
lines are experimental data. In the inset
graphic, Δη = η (x) − η (0) is plotted vs
salt mole fraction, x, for methanolic solu-
tions of NaCl. This inset figure eliminates
the small deficiency of the OPLS/2016
model to predict the viscosity of pure
methanol.
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FIG. 4. (a) and (b) Self-diffusion coeffi-
cient, Dmet, of methanol and (c) and (d)
ΔDmet = Dmet (x) − Dmet (0) plotted
against salt mole fraction, x, at 298.15 K
and 1 bar for methanolic solutions of
NaCl (black), LiCl (blue), and CaCl2
(red). Points are the simulation data, and
full lines are the experimental data.

compared, no significant differences were observed between both
simulation data. For CaCl2 solutions, the simulated results are very
close to those of LiCl, although with slightly lower values. It is worth
noting that the dielectric constant for pure methanol predicted by
the OPLS/2016 model is slightly lower than the experimental value.
This discrepancy should not be viewed as a deficiency of the model.
As previously discussed, models that accurately predict the dielec-
tric constant often perform poorly in other properties, whereas those
with better overall performance typically fail to reproduce this prop-
erty precisely. This point was extensively discussed by one of us
in previous contributions.103,104 To address this, Jorge and Lue40

proposed including polarization effects a posteriori by multiply-
ing simulated results by a correction factor of 1.26. Following this
approach, the dielectric constants of this work were also corrected
accordingly, and the adjusted values are also shown in Figs. 2(a)
and 2(b). As can be seen, the corrected values align much better
with experimental data. The variation of the dielectric constant with

salt addition is well captured by the proposed parameterization, as
shown in Fig. 2(c) for NaCl and in Fig. 2(d) for LiCl, where the
influence of the OPLS/2016 methanol model is removed by plotting
Δε = (ε(x) − ε(0))/ε(0). The dielectric constant for the force field
of the Reiser et al.64 evaluated by Pizio and co-workers99 [shown in
Fig. 2(a)] takes lower values than our data with similar composition
dependence.

The effect of salt addition on viscosity is presented for the three
salts in Fig. 3 compared to experimental data.101,105,106 As shown, the
variation in viscosity with salt addition is well reproduced, except for
the CaCl2 mixture at the highest salt mole fraction, where the sim-
ulated value is noticeably higher than the experimental result. For
NaCl solutions, the observed discrepancy between simulated and
experimental viscosity values can be attributed to a minor limita-
tion of the OPLS/2016 model in representing the viscosity of pure
methanol. This difference, however, is not visible in Fig. 3(b) due to
the larger scale used in that graph. Overall, the effect of salt addition

FIG. 5. (a) and (b) The product, Dmetη,
is plotted against salt mole fraction, x,
at 298.15 K and 1 bar for methanolic
solutions of NaCl (black), LiCl (blue), and
CaCl2 (red). Points are the simulation
data, and full lines are the experimental
data.
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FIG. 6. Self-diffusion coefficient of ion
chloride Cl−, DCl, plotted against salt
mole fraction, x, at 298.15 K and 1 bar
for aqueous solutions of (a) NaCl (black)
and (b) LiCl (blue) and CaCl2 (red). Filled
circles are the simulation data, empty
circles are the experimental data, and
empty squares are the simulation data
from Reiser et al.64

FIG. 7. Self-diffusion coefficient of the
cation, Di , plotted against salt mole frac-
tion, x, at 298.15 K and 1 bar for aqueous
solutions of (a) NaCl (black) and (b) LiCl
(blue) and CaCl2 (red). Filled circles are
the simulation data, empty circles are the
experimental data for Na+ and Li+, and
empty squares are the simulation data
for Na+ and Li+ from Reiser et al.64

on methanol viscosity is well captured. This is more clearly demon-
strated in the inset figure, where the influence of the OPLS/2016
methanol model is removed by plotting Δη.

The self-diffusion coefficient of methanol, Dmet, [panels (a) and
(b)] and its variation ΔDmet = Dmet (x) − Dmet (0) [panels (c) and
(d)] are plotted as functions of salt mole fraction for the three salts
studied in this work in Fig. 4. Experimental data107 are available
only for NaCl and LiCl solutions. As observed, the variation of Dmet
with the addition of NaCl or LiCl is well predicted with a small
deviation between the experimental and simulated data caused by
the OPLS/2016 model’s inherent overestimation of the self-diffusion
coefficient for pure methanol. This result is particularly important,
as the accurate reproduction of the diffusion coefficient variation
of water with salt addition is notoriously challenging.33,37 For the
two monovalent salts, the results are nearly indistinguishable in the
range of comparable salt mole fractions. For CaCl2 solutions, the

self-diffusion coefficients are slightly lower than those of LiCl mix-
tures. In Fig. 5, the product of the methanol self-diffusion coefficient
and the sample viscosity is plotted. According to the Stokes–Einstein
relation, this product should remain constant. Simulation results
confirm this behavior at low salt mole fractions, but deviations from
the rule are observed for mole fractions exceeding 0.01. Nonetheless,
the agreement with experimental data is excellent.

The self-diffusion coefficient of the ion Cl−, DCl, is presented in
Fig. 6 alongside experimental data.63,108 In all three cases, the simu-
lated DCl decreases with increasing salt concentration. Extrapolation
of the results for the LiCl and NaCl solutions at infinite dilution
appears to be in close agreement with experimental values. A similar
agreement is evident in the simulation data reported by Reiser et al.64

Results for the CaCl2 solutions were found to be slightly lower than
those of LiCl mixtures. The self-diffusion coefficients for the ions
Na+, Li+, and Ca+2 are shown in Fig. 7 compared with the available

FIG. 8. Radial distributions function, g(r),
between (a) Cl− and Na+, (b) Cl− and
OM, and (c) Na+ and OM evaluated for
methanolic solutions of NaCl at salt mole
fractions x = 0.004 (red) and x = 0.008
(black).
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experimental data.63,108 As observed in previous cases, these coef-
ficients decrease with increasing salt concentration. Extrapolations
at infinite dilution for the ions Li+ and Na+ agree with the exper-
imental data. The results indicate that Na+ exhibits the highest
diffusion coefficients, while Ca+2 shows the lowest, with Li+ falling
in between. Notably, the simulation data provided by Reiser et al.64

are significantly lower than the experimental values in this case.
The radial distribution functions between Cl− and Na+, Cl−

and OM, and Na+ and OM are plotted in Fig. 8 for two methano-
lic solutions of mole fractions x = 0.004 and x = 0.008 (experimental
solubility). For gCl–Na (r), a strongly pronounced first coordination
shell is observed between r = 0.25 nm and r = 0.4 nm (approxi-
mately), with a sharp peak at 0.274 nm, followed by a much softer
second coordination shell between r = 0.4 nm and r = 0.65 nm. This
distribution differs significantly from the findings of Pizio and co-
workers99 at the solubility limit, using alternative models, where the
peak of the first shell was notably lower than that of the second shell.
Thus, our results indicate a higher probability of finding contact ion
pairs (CIPs) than solvent-separated ion pairs (SSIPs), which con-
trasts with the conclusions of Pizio and co-workers.99 The effect of
concentration is solely reflected in the height of the first peak, which
increases with x. Consequently, the number of CIPs rises from 0.078
at the lower mole fraction to 0.2 at the higher mole fraction (values
are provided in Table V). These CIP values exceed those predicted
by other models used by Pizio and co-workers, which is attributed
to the distinct shape of g(r). Nevertheless, these values align with
the rule proposed by Benavides et al.87 for salt aqueous solutions,
which states that the CIP at the solubility limit should be below 0.5
for solubilities less than 11 m (corresponding to a molar salt fraction
of ∼0.165). Regarding the gCl−OM (r) and gNa−OM (r) radial distri-
bution functions, no significant differences were detected between
the lower and the higher salt mole fractions. The first coordination
shell for gCl−OM (r) spans the interval (0.28, 0.40) nm, whereas for
gNa−OM (r) it is (0.25, 0.38) nm, approximately. The corresponding
coordination numbers were 4.96 and 6.16, respectively. Pizio and co-
workers99 obtained values for these quantities in the range (5.5–5.9)
using different models at a slightly lower concentration x = 0.001.

The radial distribution functions between Cl− and Li+, Cl−

and OM, and Li+ and OM are shown in Fig. 9 for two methano-
lic solutions with mole fractions x = 0.04 and x = 0.20 (close to the
experimental solubility). In this case, the higher mole fraction is
five times larger than the lower one, and this provokes appreciable
changes in all the analyzed properties. For the gCl–Li (r), an increase

TABLE V. Number of contact ion pairs (CIPs) for salty methanol solutions of salt mole
fraction x.

Salt x CIP

NaCl 0.003 936 0.078
NaCl 0.007 936 0.20
LiCl 0.040 077 0.21
LiCl 0.20 1.94
CaCl2 0.040 077 0.002
CaCl2 0.080 037 0.004

in the mole fraction enhances the first peak while diminishing the
second peak. The number of CIPs rises significantly, from 0.21 to
1.94 (values are listed in Table V). The rule proposed by Benavides
et al.87 cannot be applied here, as at the solubility limit (x = 0.25), the
molar fraction exceeds 0.165 (the limit of applicability of the rule, as
11 m for an ionic aqueous solution corresponds to a molar fraction
of 0.165). The gCl−OM (r) for the lower mole fraction clearly defines
the first and second coordination shells. However, at the higher mole
fraction, the second shell shifts to shorter distances and appears to
overlap with the first one, whose peak is reduced. Consequently,
the coordination number decreases from 5.36 to 4.69. For gLi−OM

(r), changes with concentration are evident in the first peak, which
decreases in intensity. The coordination number correspondingly
drops from 5.28 to 2.50.

The radial distribution functions between Cl− and Ca+2, Cl−

and OM, and Ca+2 and OM are shown in Fig. 10 for two methano-
lic solutions with mole fractions x = 0.04 and x = 0.08 (close to
experimental solubility). The gCl–Ca (r) function displays an almost
undetectable peak in the first coordination shell within the distance
range of 0.25–0.32 nm and a pronounced peak in the second coor-
dination shell between 0.32 and 0.5 nm. As a result, the number
of contact ion pairs (CIPs) is nearly zero and remains independent
of the mole fraction (values are provided in Table V). The gCl−OM

(r) function shows a more prominent peak in the first coordination
shell, with coordination numbers at mole fractions of x = 0.04 and
x = 0.08 being 4.32 and 3.84, respectively. These differences are due
to a slight decrease in the peak height and a shift in the position of
the first minimum. The gCa−OM function exhibits a strong peak in the
first coordination shell, with negligible changes in its shape as a func-
tion of mole fraction; the coordination number slightly decreases
from 5.99 to 5.97.

FIG. 9. Radial distributions function, g(r),
between (a) Cl− and Li+, (b) Cl− and
OM, and (c) Li+ and OM evaluated for
methanolic solutions of LiCl at salt mole
fractions x = 0.04 (red) and x = 0.2
(black).
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FIG. 10. Radial distributions function,
g(r), between (a) Cl− and Ca+2,
(b) Cl− and OM, and (c) Ca+2 and
OM evaluated for methanolic solu-
tions of CaCl2 at salt mole fractions
x = 0.04 (red) and x = 0.08 (black). Note
that the CIP of this salt is calculated by
the integration of the small peak around
r = 0.30 nm of figure (a).

The position of the first maximum of the radial distribution
function between OM and CH3 with the anion and cation for a mole
fraction of x = 0.001 996 is compared in Table VI with experimental
results109,110 and simulation data from Reiser et al.64 The best agree-
ment between our data and experimental results pertains to the rmax
values for the anion Cl−, which validates our choice of the LB com-
bining rule for the anion–methanol interaction. Regarding the other
quantities, a reasonable level of agreement is observed. The simula-
tion data from Reiser et al.64 compare with experimental values as
our results. For the cation Ca+2, it is noteworthy that the experi-
mental rmax value is remarkably small, making it almost impossible
to reproduce if the LB combining rule was applied to this interac-
tion (resulting in sigma values of 0.31 and 0.29 nm, respectively).
This unusually low value supports our decision to reduce the sigma
values between Ca+2 and methanol during the fitting process.

Finally, an analysis was conducted to evaluate the ability of the
new potential, in combination with the Madrid-2019 model, to pre-
dict the densities of the (methanol + water + NaCl) ternary system.
Before presenting the results, some details about the Madrid-2019
model and its integration with the new potential in the simula-
tions of the ternary system are provided. As mentioned in the
introduction, the Madrid-2019 force field represents water using
the TIP4P/2005 model. In this model, water is treated as a rigid
body with three masses located at its three atoms: oxygen (OW)
and hydrogens (HW1 and HW2). The molecule includes a single
LJ interaction site on the oxygen atom, while partial charges are

assigned to the hydrogens, and an M-site is located along the bisec-
tor of the HW1–OW–HW2 angle. The geometry and parameters of
the water molecule are detailed in Table I. In the Madrid-2019
model, ions are treated as LJ centers with partial charges of ±0.85e
for monovalent ions and ±1.70e for divalent ions. The LJ para-
meters for the ions are also provided in Table I. Cross-interaction
LJ parameters for water–water, water–ion, and ion–ion interac-
tions are summarized in Tables II and III. In the new potential
developed for salty methanolic solutions, the charges and LJ para-
meters for each ion, as well as the ion–ion LJ parameters, are
consistent with those in the Madrid-2019 model to ensure com-
patibility. Therefore, in the ternary system, water–water, water–ion,
and ion–ion interactions are taken from the Madrid-2019 model,
while methanol–methanol and methanol–ion interactions are those
defined in the new potential presented in this work. In addition,
LJ cross-interactions between water (TIP4P/2005) and methanol
(OPLS/2016) were included, adopting the values reported by one of
the authors and collaborators86 obtained through fitting of excess
thermodynamic properties. These values are also listed in Tables II
and III.

Molecular dynamics simulations were performed at 298.15 K
and 1 bar for the concentrations and number of components (Nmet,
Nwat, and NNaCl) specified in Table VII. These values were selected
to closely match the mole fractions for which experimental density
data111 are available. Our selection corresponds to the water-rich
region and the methanol-rich region. For the sake of comparison,

TABLE VI. Position, rmax, of the first maximum of the radial distribution function, gXY (r), for the salty methanol solutions of
salt mole fraction, x, obtained in this work, simulation literature data (Ref. 64), and experimental data (Refs. 109 and 110).

rmax (nm)

Salt Source x Cl–OM Cl–CH3 Cation-OM Cation-CH3

NaCl This work 0.001 996 0.318 0.394 0.278 0.340
Sim.64 0.002 0.3408 0.4095 0.2212 0.3258

LiCl
This work 0.001 996 0.316 0.390 0.240 0.326

Sim.64 0.002 0.3408 0.4095 0.2212 0.3258
Expt.109 0.039 0.316 0.428 0.206 0.270

CaCl2
This work 0.001 996 0.316 0.392 0.200 0.308

Expt.110 0.039 0.319 0.414 0.239 0.352
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TABLE VII. Number of methanol molecules, Nmet, of water molecules Nwat, of cations, N+, and anions, N−, for the methanol
+ water + NaCl solutions of methanol, water, and NaCl mole fractions, xmet, xwater, and xNaCl, respectively. Note that xNaCl
+ xmet + xwater = 1.

xmet xwater xNaCl Nmet Nwat N− N+

0.890 00 0.106 00 0.004 00 3560 424 16 16
0.896 75 0.102 50 0.000 75 3587 410 3 3
0.897 50 0.100 50 0.002 00 3590 402 8 8
0.092 50 0.902 00 0.005 50 370 3608 22 22
0.102 00 0.895 25 0.002 75 408 3581 11 11
0.102 50 0.881 00 0.016 50 410 3524 66 66
0.000 00 0.999 00 0.001 00 0 4000 4 4
0.000 00 0.998 00 0.002 00 0 4000 8 8
0.000 00 0.996 02 0.003 98 0 4000 16 16
0.000 00 0.992 06 0.007 94 0 4000 32 32
0.000 00 0.984 25 0.015 75 0 4000 64 64

FIG. 11. Density, ρ, as a function of
the salt mole fraction, xNaCl, for (xNaCl
NaCl + xmet methanol + xwat water) at
298.15 K and 1 bar. Simulations (points)
and experiments (full line). (a) Methanol
rich region and (b) water rich region.
Note that xNaCl + xmet + xwat = 1.

we have also conducted simulations for the binary system water
+ NaCl with compositions provided in Table VII. The correspond-
ing simulations for the methanol + NaCl system are part of the
group of simulations previously described in this work. Figure 11
presents the densities as a function of salt concentration for both
binary and ternary systems. At zero salt mole fraction, the influ-
ence of adding methanol to water [Fig. 11(a)] or water to methanol
[Fig. 11(b)] depends on the LJ cross-interaction parameters between
water and methanol. These parameters offer a reasonable descrip-
tion of this effect, as demonstrated in Fig. 11 and in a previ-
ous study.86 The role of the new potential, combined with the
Madrid-2019 model, is to capture the effect of salt addition. As
shown, this approach successfully models the salt’s influence in the
ternary system.

IV. CONCLUSIONS
In this work, an interaction potential for methanolic solu-

tions of salts containing Cl−, Li+, Na+, and Ca+2 ions is presented.
Methanol is modeled using the accurate OPLS/2016 methanol
model. Ions are modeled as LJ centers with scaled charges and LJ
parameters adopted from the Madrid-2019 potential. The LJ cross
parameters between ions were also taken from the Madrid-2019
model, whereas those between ions and the oxygen and methyl sites
of the OPLS/2016 model were determined in this study by fitting

to experimental data of the methanolic solutions of LiCl, NaCl,
and CaCl2. During the fitting procedure, the number of contact
pairs, CIP, was carefully controlled to maintain low values, ensuring
the avoidance of precipitation at the experimental solubility limit.
The accuracy of this parameterization was evaluated by comparison
with available experimental data, including density, self-diffusion
coefficients for ions and methanol, dielectric constant, and viscos-
ity. The results show that the new parameterization quantitatively
reproduces the variation with the salt addition of density, dielectric
constant, methanol self-diffusion coefficient, and viscosity. The self-
diffusion coefficient of Cl−, Li+, and Na+ appears to be in agreement
with experimental values at infinite dilution. Quantitative discrepan-
cies between simulation properties and experimental data primarily
stem from the behavior of the OPLS/2016 model in pure methanol.
Regarding structural properties, a reasonable agreement was found
between our results of the maximum of the rdf between sites of
methanol and both anions and cations and experimental data.

In addition, since this new potential is compatible with the
Madrid-2019 model, we performed simulations of salty solutions
in methanol–water mixtures at concentrations near those of pure
methanol and pure water, respectively. For this purpose, the
water–methanol interaction from a previous study was incorpo-
rated. Our results demonstrate that the proposed potential quanti-
tatively predicts experimental results. Therefore, the use of scaled
charges not only provides reasonable results for ionic aqueous
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solutions but also for ionic methanolic solutions and their mixtures
with water.

DEDICATION

We would like to dedicate this paper to the memory of Pro-
fessor Stefan Sokolowski, who sadly passed away in June 2024.112

His work was always robust and inspiring and an example for the
younger generations. We have kept in contact and friendship for 35
years. We will miss him.

SUPPLEMENTARY MATERIAL

In the supplementary material, we provide simulated density
results for a LiCl methanolic mixture of salt mole fraction x = 0.04
at 298.15 K and 1 bar. They were obtained by varying the cross LJ
parameters between the sites of methanol and the cation Li+. These
results allow us to understand our selection of parameters to be fitted
or to be constrained to the LB combining rule. We also provide Gro-
macs topology files of the new force field to perform simulations of
methanolic solutions of NaCl, LiCl, and CaCl2 using the OPLS/2016
model for methanol.
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