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ABSTRACT
Freezing of water is the most common liquid-to-crystal phase transition on Earth; however, despite its critical implications on climate change
and cryopreservation among other disciplines, its characterization through experimental and computational techniques remains elusive. In
this work, we make use of computer simulations to measure the nucleation rate (J) of water at normal pressure under different supercooling
conditions, ranging from 215 to 240 K. We employ two different water models: mW, a coarse-grained potential for water, and TIP4P/ICE, an
atomistic nonpolarizable water model that provides one of the most accurate representations of the different ice phases. To evaluate J, we apply
the Lattice Mold technique, a computational method based on the use of molds to induce the nucleus formation from the metastable liquid
under conditions at which observing spontaneous nucleation would be unfeasible. With this method, we obtain estimates of the nucleation
rate for ice Ih and Ic and a stacking mixture of ice Ih/Ic, reaching consensus with most of the previously reported rates, although differing
with some others. Furthermore, we confirm that the predicted nucleation rates obtained by the TIP4P/ICE model are in better agreement
with experimental data than those obtained through the mW potential. Taken together, our study provides a reliable methodology to measure
nucleation rates in a simple and computationally efficient manner that contributes to benchmarking the freezing behavior of two popular
water models.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0101383

I. INTRODUCTION

When liquid water is supercooled below its melting tempera-
ture, freezing occurs through a two-step mechanism: the first step
being the emergence of an ice embryo and the second its subse-
quent growth driving crystallization of the whole system. Generally,
impurities in water assist the formation of a solid nucleus that,
once it reaches a certain critical size, promotes irreversible crystal
growth.1–3 However, in the absence of impurities, the liquid phase
can remain metastable for a certain amount of time (depending
on the supercooling conditions and the sample size) before under-
going the liquid-to-crystal transition. This phenomenon is termed

homogeneous nucleation, and it is an activated process in which
the system must overcome a free energy barrier to form the critical
cluster.4–6

Understanding ice formation is extremely relevant in dif-
ferent fields such as atmospheric science,7–12 food industry,13,14

physics,5,15–17 and geology.18,19 One magnitude which is impor-
tant to understand and characterize is the nucleation rate, which
accounts for the typical time that it will take the system at some given
conditions to form the critical nucleus. More technically, the nucle-
ation rate (J) is defined as the number of critical clusters formed per
unit of volume and time. Experiments on homogeneous ice nucle-
ation are typically performed with micrometer-sized water droplets

J. Chem. Phys. 157, 094503 (2022); doi: 10.1063/5.0101383 157, 094503-1

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://doi.org/10.1063/5.0101383
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0101383
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0101383&domain=pdf&date_stamp=2022-September-2
https://doi.org/10.1063/5.0101383
https://orcid.org/0000-0002-1160-3945
https://orcid.org/0000-0002-9437-6169
https://orcid.org/0000-0002-2417-9645
https://orcid.org/0000-0003-2822-9141
https://orcid.org/0000-0001-6474-5835
https://orcid.org/0000-0002-8946-3786
https://orcid.org/0000-0001-9530-2658
mailto:esa01@ucm.es
mailto:jorge.ramirez@upm.es
mailto:jr752@cam.ac.uk
https://doi.org/10.1063/5.0101383


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

at temperatures ranging between 230 and 242 K.17,20–26 Below this
range, water freezes instantaneously (within timescales of the order
of milliseconds or less), while at higher temperatures, freezing
requires inaccessibly long timescales.27 However, some experiments
with nanosized water droplets have been able to measure nucle-
ation rates in the so-called “no-man’s land,” which represents an
extremely low temperature range from 200 to 230 K.28–31

Computer simulations have proved to be useful in evaluat-
ing nucleation rates for many different systems, ranging from Hard
Spheres,32–37 Lennard-Jones,34,38–45 NaCl,46–49 and different ionic
salts,50,51 among many other systems.52–55 Specifically, and due to
its aforementioned importance, ice nucleation has been extensively
studied by means of computer simulations.27,34,56–61 Previous efforts
have made use of different computational methods, such as For-
ward Flux Sampling (FFS),62 Transition Path Sampling (TPS),63

Metadynamics,64,65 Umbrella Sampling (US),66 and Seeding.27

Some of them are exact (FFS and TPS) or almost exact (US and
Metadynamics) and provide rigorous values of J. Although these
techniques use an order parameter as reaction coordinate to follow
or drive the liquid-to-solid transition,33,58,64,65,67 their values of J do
not depend, in practice, on the choice of the order parameter. How-
ever, they are computationally very expensive.49,68–70 In contrast,
we have recently proposed another technique denoted as Seeding,
which is computationally very efficient and relies on the Classi-
cal Nucleation Theory (CNT).34,35,44,52,71–75 This technique provides
reliable results of J provided that the order parameter is chosen
with care. However, admittedly, the results of Seeding depend on
the choice of the order parameter,76 which is in contrast with the
rigorous techniques described above.

In this work, we employ the Lattice Mold (LM) technique77

to compute homogeneous ice nucleation rates. By evaluating the
required free energy of creating a precritical cluster, and the rate of
such cluster to induce crystallization, J can be estimated in a com-
putationally efficient manner that does not rely on any theory
(i.e., CNT) or choice of the local order parameter (in contrast with
the Seeding technique). Nevertheless, although in LM, no tradi-
tional order parameters are used, the reaction coordinate to drive
crystallization consists of a mold of potential wells (where the crys-
tal density and lattice mold positions assume a given structure)
that promotes the formation of a precritical cluster. Admittedly,
LM is more expensive than Seeding, but it is still computationally
efficient. Previously, LM has been successfully validated for the cal-
culation of nucleation rates of Hard Spheres and the Tosi–Fumi
NaCl model,77 and here, it is adopted to measure ice nucleation
rates within a temperature range that includes both micrometer-
and nanometer-sized water droplet experiments.17,20–22,24–26,28,29,31

We first apply the LM technique to the case of ice nucleation in
the monoatomic water (mW) model,78 a coarse-grained descrip-
tion of water that mimics the hydrogen-bonding structure of water
by means of a nonbonded angular dependent term that encourages
tetrahedral configurations. Once we compare and validate the rates
for the mW potential, we extend this technique to the TIP4P/ICE79

model, which describes water atomistically as a nonpolarizable rigid
molecule. The TIP4P/ICE model provides outstanding predictions
of the solid and supercooled liquid properties of water, including
the phase diagram, equations of state, ice growth rate, and interfacial
free energy for the ice Ih–water interface,61,79,80 which is remarkable
considering the anomalous behavior of supercooled water.81–83 We

apply the LM technique to shed light on the nucleation rate of the
TIP4P/ICE model at 230 K and normal pressure, which is currently
under debate.60,68,84 Overall, with our calculations, we aim to find
a consensus on the ice nucleation rates of these two popular water
models by means of a novel and computationally efficient rare event
method.

II. METHODOLOGY
A. The Lattice Mold technique

Lattice Mold is a computational approach that can provide reli-
able estimations of the nucleation rate as previously shown for hard
spheres and molten NaCl.77 Within the LM framework, nucleation
is induced by introducing a mold of potential energy wells with
the crystal lattice of a given solid phase within the metastable liq-
uid, as illustrated in Fig. 1(a)—similar in methodology to the Mold
Integration technique for the calculation of coexistence liquid–solid
interfacial free energies.35,85,86 The interactions between the parti-
cles of the system (water) and the “virtual particles” of the mold is
described by a square-well (SW) potential (a continuous version of
it to obtain forces analytically) that induces the ordering of water
molecules into a solid structure (ice in this case). The technique
consists of two distinct steps: First, the reversible work to form a pre-
critical cluster is computed by gradually switching on the interaction
between the mold and the liquid molecules. Second, independent
simulations are conducted to measure the average required time for
the induced precritical cluster to complete crystallization (i.e., over-
come the remaining nucleation free energy barrier). Initially, the
free energy difference between the liquid and the liquid with such
precritical cluster is

ΔG∗ = ϵmNw − ∫
ϵm

0
dϵSW⟨N(ϵSW)⟩, (1)

where ϵm is the maximum well depth to evaluate this integral, which
ensures that all the sites in the mold will be occupied, ⟨N(ϵSW)⟩ is
the average number of mold sites occupied by liquid molecules at a
given ϵSW value, and Nw is the total number of wells. This integral
is evaluated numerically by performing several Molecular Dynamics
(MD) simulations at different well depths (ϵSW). We compute the
average number of occupied sites by dividing the potential energy of
the water–well interaction by the well depth (ϵSW). It is crucial to
make sure that the integral is reversible so that the cluster induced
by the mold cannot be sustained in the absence of potential wells and
quickly dissolves once the interaction between the mold and the liq-
uid molecules is switched off. Since in LM simulations the position
and orientation of the mold are imposed, this constraint must also
be reflected in the calculation of the free energy such that

ΔG/(kBT) = ΔG∗/(kBT) + ln(ρf Vw) − ln(8π2), (2)

where kB is the Boltzmann constant, T is the temperature, ρf is the
fluid number density, and Vw is the volume of a well. The sec-
ond and third terms on the right-hand side of Eq. (2) account for
the translational and orientational corrections to the free energy for
imposing a fixed position and orientation to the induced cluster,
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FIG. 1. Illustrating the LM technique through the mW water model at T = 220 K and p = 1 bar. (a) Snapshot of a spherical mold of 39 wells (depicted by gray spheres)
inserted in water (light blue particles). This and the following snapshots were rendered using OVITO.95 (b) Average mold occupancy (composed of a single well) as a
function of the well width rw in a liquid simulation equilibrated at 220 K and 1 bar, with a value of ϵSW = 8kBT , the minimum required energy for ensuring full occupancy
of the potential wells at any time. The horizontal dotted line indicates the limit at which one well is occupied by a single water molecule while the vertical red line depicts
the chosen optimal value of rw for the extrapolation of the nucleation rate—threshold value at which the average occupancy becomes greater than one. (c) Percentage of
occupied potential wells within the mold shown in Panel (a) for a given rw (1.12 Å) using different ϵSW values as indicated in the legend. (d) Average number of occupied
wells as a function of the well depth ϵSW for distinct rw values (as indicated in the legend). The different curves correspond to the integrand of Eq. (1). (e) Potential energy
time-evolution of ten independent trajectories at ϵSW = 8kBT to compute ⟨t⟩. The rapid decay in the potential energy corresponds to the time at which water irreversibly
freezes.96 (f) Decimal logarithm of the nucleation rate obtained for different well widths and extrapolation to the optimal rw (represented by an empty circle). The red line
depicts the optimal width of rw = 1.32 Å determined in Panel (b).

respectively. The probability per unit volume of finding a crystal
cluster of the size of the one induced by the mold (P) is given by

P = ρf exp(−ΔG/(kBT)). (3)

For the second step, we carry out independent simulations with
the precritical cluster sustained by the mold and calculate the induc-
tion time of nucleation. This second step of the technique gives an
average induction time ⟨t⟩, which in combination with the first step
provides an estimation of the nucleation rate (J),

J = P/⟨t⟩. (4)

It is crucial that the cluster formed by the wells is precrit-
ical so that the integral of Eq. (1) can be evaluated reversibly
(i.e., not inducing crystallization of the system along the integra-
tion pathway). This is initially checked by performing simulations
with different mold sizes (i.e., different number of wells) at ϵm. Then,
we choose the smallest mold that results in complete crystallization
after an induction time that is computationally affordable. By apply-
ing this protocol, we gurantee: (i) reversibility in Eq. (1); and (ii)
minimization of the imposed constraint across the transition state.
Nevertheless, as long as the chosen mold presents induction time

before promoting system crystallization, the choice of the mold size
does not alter the obtained nucleation rate, as discussed in Ref. 77.
Taken together, the two steps of this technique provide the free
energy of forming a precritical cluster and the time required for such
a cluster to overcome the nucleation free energy barrier.

B. Simulation details
In this work, we employ the mW78 and TIP4P/ICE79 water

models to study homogeneous ice nucleation at normal pressure.
Intermolecular potential details can be found in the respective
model references. Simulations were performed with the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) Molec-
ular Dynamics package87 in the NVT ensemble (with N equal to the
number of particles, V the volume, and T the temperature), keeping
T constant with the Nosé–Hoover thermostat.88–90 Additionally, we
compute equations of state in order to obtain mold structures with a
relaxed density by performing NpT simulations, fixing the pressure
(p) with the Nosé–Hoover barostat.88–90 We integrate the equations
of motion using the velocity-Verlet integrator. The simulation time
step chosen is 3 fs for the mW model and 2 fs for the TIP4P/ICE
model, and the thermostat relaxation time is 0.1 ps for the mW
potential and 2 ps for the TIP4P/ICE model. In NpT simulations,
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the barostat relaxation time is 0.5 and 2 ps for mW and TIP4P/ICE
models, respectively.

For consistency with previous nucleation rate calculations of
both models,15,34,56,57,59–61,68,91 we set the potential cutoff at 8.5 and
4.3 Å for TIP4P/ICE and mW, respectively. Moreover, for the
TIP4P/ICE model, long-range Coulombic interactions are treated
with the pppm/tip4p particle–particle particle-mesh (PPPM) solver
in LAMMPS92 with a relative error in forces of 10−5. Long-range
corrections to the Lennard-Jones part of the potential for energy
and pressure are also applied. While in the mW model the potential
cutoff (4.3 Å) is an intrinsic model parameter that cannot be modi-
fied, we check that for the TIP4P/ICE model, the neglected potential
energy contribution of employing a short cutoff (8.5 Å instead of a
long cutoff such as 15 Å) is lower than 0.05% when evaluating the
potential energy of a bulk liquid phase applying PPPM and long-
range corrections (for further insights on potential truncation effects
on ice nucleation, please see Ref. 93). Finally, for the TIP4P/ICE
model, we keep the O–H bond length and H–O–H angle values
constant with the Shake algorithm implemented in LAMMPS.94

To implement the LM technique, we simulate the potential
wells’ interaction with water molecules using a square-well like
(i.e., continuous) potential (SW)86 of the following form:

uSW = −
1
2

ϵSW[1 − tanh( r − rw
α
)], (5)

where ϵSW is the depth of the potential energy well, rw is the radius
of the attractive well, α controls the steepness of the well, and r is
the distance between water molecules and the center of the wells.
We choose α = 0.017 Å as discussed in Ref. 86. In practice, for the
TIP4P/ICE model, this is the effective interaction between oxygen
atoms and the wells, while hydrogen atoms have no interaction with
the wells and spontaneously arrange into the correct orientation
of the lattice. It is interesting to point out that the wells’ positions
are fixed (i.e., they act as an external field) and we only integrate
the positions of water. LM simulations are performed in the NVT
canonical ensemble (to keep fixed the crystal lattice positions of the
mold along the calculation), and the density of the system is cho-
sen as that of a bulk liquid at the temperature and pressure (1 bar in
this work) of interest. We make the simulation box large enough so
that the emergence of the precritical nucleus barely alters the desired
pressure. We also note that although in this work we compute nucle-
ation rates at different temperatures along a given isobar (1 bar),
the LM technique can be indistinctly applied to evaluate pressure-
dependent rates (i.e., across an isotherm) as long as the metastable
liquid and the crystal mold display their characteristic equilibrium
density of the state of interest (p, T).

III. RESULTS
A. Work example: Computing the nucleation rate
of mW water through the Lattice Mold technique

We first focus on the crystal nucleation of mW at 220 K and
1 bar by means of the LM technique. As discussed in Ref. 77, the use
of molds consisting of potential wells of a limited width constrains
the solid structure, hence, leading to a moderate overestimation
of the free energy barrier (ΔG). Such an effect can be minimized
by calculating ΔG with wells that are in the limit of fitting two

water molecules at the same time, to avoid constraining the crys-
tal lattice and providing correct estimates of the nucleation rate.
To find the optimal well width that does not constrain the induced
nuclei, we perform simulations of the liquid phase with one well of
ϵSW = 8kBT (sufficient well depth to completely fill the well) and
we measure the average occupation of such a well with different
potential widths. Reaching the maximum well radius before the
occurrence of double-particle occupation ensures negligible trans-
lational constraint of confining a water molecule within a given
position in the mold crystal lattice. In Fig. 1(b), we plot the aver-
age occupation of a well inserted into an equilibrated liquid at 220 K
and 1 bar as a function of rw . We find that the optimal width is
1.32 Å, the limit at which the average occupation of a single well
is roughly 100%.

Since it would be incorrect to evaluate the nucleation rate by
Eq. (4) with a mold of potential wells in the limit of double-particle
occupancy, we measure the nucleation rate at different well widths
lower than the optimal one, and we later proceed to extrapolate to
1.32 Å. We choose to apply the LM technique at rw values of 0.85,
0.99, and 1.12 Å and solve Eq. (1) by performing several simula-
tions at different ϵSW . To achieve this, we run simulations of a liquid
with a mold of potential wells forming a spherical cluster with the
equilibrium positions of the stable crystal phase at such conditions
(ice Ih). The integrand of Eq. (1) is the average number of occu-
pied wells (⟨N(ϵSW )⟩) at different values of ϵSW . In Fig. 1(c), we
show the time-evolution of the mold average occupancy for three
different simulations exhibiting low, middle, and high mold occu-
pancy, at values of ϵSW of 0.1, 1.25, and 8kBT, using a potential well
width of rw = 1.12 Å. By evaluating the average number of wells as
a function of ϵSW , we construct the curves shown in Fig. 1(d) and
find the area below the curves, which provides ΔG∗ through Eq. (1).
We have checked that changing the grid intervals of ϵSW from
0.1 to 0.25kBT along the steepest part of the integrand [i.e., from
ϵSW = 1 to 2kBT in Fig. 1(d)] does not result in significant differences
in ΔG∗ (e.g., ∼0.3kBT). Nevertheless, it is always recommendable to
employ a thin grid in the transition region between mostly empty
molds (ϵSW < 1kBT) and practically full ones (ϵSW > 2kBT) to ensure
that such region does not add uncertainty to the computed free
energy barriers. Next, we employ Eq. (2) to obtain the free energy
of forming a precritical cluster with freedom to translate and rotate.
As it can be seen in Fig. 1(c), intermediate ϵSW values along the
integrand [Fig. 1(d)] can result in strong fluctuations of the mold
occupancy N(ϵSW) over time, clearly denoting reversibility along the
integration pathway.

Finally, to obtain the nucleation rate we must also compute
the rate of the formed precritical cluster to overcome the nucleation
free energy barrier and induce crystallization across the whole sys-
tem. We conduct simulations with the wells enabled at maximum
depth, ϵm = 8kBT, and find the average time ⟨t⟩ it takes for the clus-
ter to irreversibly grow. In Fig. 1(e), we show the potential energy
(just water–water interactions) evolution of ten different trajectories
(with different initial velocities) for rw = 1.12 Å. The dramatic drop
in potential energy marks the transformation of the liquid into a
solid, therefore, indicating the time required for irreversible growth
of a given trajectory.96 In Table I, we provide the obtained values
of ΔG and ⟨t⟩ for the studied well widths (rw). We acknowledge
that cluster size and irreversible growth can be tracked by other
means, taking for example a local order parameter such as the q4 − q6
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TABLE I. LM data for the calculation of J using the mW model at T = 220 K and
p = 1 bar: Well widths (rw ) at which LM calculations were performed, ΔG from Eq. (2),
average time to overcome the nucleation free energy barrier ⟨t⟩, and logarithm of the
nucleation rate, with J in units of m−3 s−1. The final nucleation rate obtained by
extrapolation to the optimal well radius is depicted in boldface font.

mW at 220 K and 1 bar

rw (Å) ΔG/kBT ⟨t⟩ (ns) log10 J

0.85 31.21 9.8 23.0
0.99 28.80 16.2 23.8
1.12 27.38 29.1 24.2

1.32 Extrapolation to optimal rw 25.3(2.5)

proposed by Lechner and Dellago.97 However, it is not strictly nec-
essary to monitor the system evolution through a local order para-
meter as we demonstrate in Fig. 1(e) (using a global indicator as the
system potential energy). Please note that when the potential energy
reaches values that indicate irreversible growth [i.e., −45 kJ mol−1

in Fig. 1(e)], the pressure has only increased 30 bars with respect
to the initial pressure (p = 1 bar), negligibly affecting our nucle-
ation rate calculations,98 hence making the NVT ensemble suitable
for the LM technique as long as the total system size is reason-
ably large (see Table II). Once that average time has been obtained,
we can compute the nucleation rate by means of Eq. (4). Finally,
in Fig. 1(f), we show the nucleation rate for the three different
well widths studied and the extrapolation to the optimal width
(see also Table I).

TABLE II. Results of the Lattice Mold technique for both mW and TIP4P/ICE water
models at p = 1 bar. For each state, crystal structure, temperature (T), number of
wells in the mold (Nw ), total number of water molecules in the system (N), density of
the liquid (ρliq) and solid (ρsol) phases, and nucleation rate logarithm (log10 J, with

J in units of m−3 s−1) are provided.

Mold structure T (K) Nw N
ρliq

(g cm−3)
ρsol

(g cm−3) log10 J

mW model

Ice Ih 215 27 10 500 0.9943 0.9838 28.5(2.5)
Ice Ih 220 39 7 460 0.9974 0.9833 25.3(2.5)
Ice Ih 225 57 10 439 0.9998 0.9830 21.0(2.5)
Ice Ih 230 73 10 433 1.0013 0.9826 17.2(2.5)
Ice Ih 235 140 10 401 1.0025 0.9822 6.7(2.5)
Ice Ih 240 214 10 347 1.0030 0.9817 −4.9(2.5)

Ice Ic 235 167 10 121 1.0025 0.9823 6.3(2.5)
Ice Ic 240 256 10 080 1.0030 0.9813 −3.0(2.5)

Ice Ic/Ih 240 268 9 148 1.0030 0.9815 −5.3(2.5)Stacking mixture

TIP4P/ICE model

Ice Ih 230 214 6 347 0.9417 0.9112 14.1(3.0)

B. mW nucleation rates

We now apply the LM technique at different temperatures to
obtain a broad picture of the mW nucleation scenario at normal
pressure (1 bar). We achieve this by inserting spherical molds with
an ice Ih lattice that can induce precritical clusters from a tempera-
ture range between 215 and 240 K. The inserted molds are spherical
and display a perfect ice lattice with the equilibrium density of the
bulk crystal structure at each temperature, which was obtained by
performing independent NpT simulations of bulk ice. Additionally,
we also prepare molds of ice Ic and a stacking mixture of ice Ic/Ih as
shown in Fig. 2(a) and Table II. Since ice Ic and Ih share the basal
plane [(111) in ice Ic and (0001) in ice Ih], the Ic/Ih mixture was
generated by alternating AB layers from ice Ih and ABC from ice
Ic stacked along the basal plane, generating a hybrid crystal struc-
ture. All mold sizes, number of water molecules in each system, solid
and liquid densities, and nucleation rates for the different states are
reported in Table II. In Fig. 2(a), we show snapshots of a typical sim-
ulation box for the LM technique, along with closer views of three
different molds employed at T = 240 K (pure Ih, pure Ic, and Ih/Ic
stacking mixture) surrounded by water molecules. In Fig. 2(b), we
plot the nucleation rate obtained by using LM for the three different
structures compared with previous results obtained through differ-
ent rare event techniques and brute force simulations.15,34,56,58,59,91

We find good agreement with the results obtained by Li et al.56 by
means of Forward Flux Sampling and by both Russo et al.58 and
Cheng et al.59 through Umbrella Sampling simulations. In contrast,
some disagreement is found with the nucleation rates obtained by
Haji-Akbari et al. using Forward Flux Sampling calculations at 230
and 235 K.57 Nevertheless, those calculations were recently revisited
in Ref. 91 by the same author providing nucleation rates in excellent
agreement with Refs. 56, 58, and 59 as well as with our present calcu-
lations (Fig. 2). The extrapolated trend of our results toward higher
supercooling is also consistent with the nucleation rate of Moore
and Molinero15 obtained by means of brute force simulations at low
temperatures (200 K). Seeding results obtained by Espinosa et al.34

are 4 orders of magnitude below the ones obtained through LM;
however, this discrepancy lies within the uncertainty of Seeding cal-
culations, which is of about 5 orders of magnitude due to the reliance
of Seeding simulations on local order parameters to identify the
number of particles in the critical cluster.76 The excellent agreement
between the predicted nucleation rates obtained through LM and
previous calculations15,34,56,58,59,91 indirectly evidences that the
choice of the mold size barely alters the obtained nucleation rates
by this technique as discussed in Ref. 77.

Importantly, when comparing the different ice structures Ic, Ih,
and the Ic/Ih stacking mixture, we roughly find the same nucleation
rate for all structures within the uncertainty at the distinct stud-
ied temperatures: between pure ice Ic and Ih nuclei at 235 K and
among pure ice Ic and Ih as well as with an ice Ic/Ih stacking mix-
ture mold at 240 K [see Table II and Fig. 2(b)]. Please note that we
only generate a mold of a stacking mixture of Ic/Ih at 240 K so that
the mold, and consequently the induced precritical cluster, is large
enough to display ice stacking disorder across the basal plane of the
two competing crystal structures while maintaining the least possi-
ble surface/volume ratio (i.e., spherical shape). A higher fraction of
interfacial particles in smaller clusters (i.e., molds of ∼150 wells at
235 K) would lead to minimal stacking differences between pure ice
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FIG. 2. (a) Representative simulation box employed for the LM technique, along
with close views of the molds with the three ice lattices used at 240 K. Water
molecules are depicted in light blue while the mold wells are colored in gray.
(b) Decimal logarithm of the nucleation rate as a function of temperature at normal
pressure for the mW model. We include previous calculations15,34,56,58,59,91 as indi-
cated in the legend and discussed in the text along with those computed through
the LM technique. The ice polymorph/s for which the nucleation rate corresponds
is provided in the legend.

Ic or Ih molds and stacking mixture molds (with negligible differ-
ences at even lower temperatures). Results reported by Cheng et al.59

already suggested that the nucleation rate of ice Ic and Ih are very
similar, while that of the Ih/Ic stacking mixture is moderately higher

(i.e., 2 orders of magnitude). In our case, we find that at 240 K and
1 bar, the nucleation rate of a stacking mixture nucleus is within the
uncertainty of those of pure ice Ic and Ih. For the rest of previous
calculations,56–58,91 the employed rare event methods were not bias-
ing a priori the nucleating ice polymorph; hence, their calculations
are ascribed to mixtures of both polymorphs, although ice Ih is usu-
ally the dominant phase. Overall, our results in Fig. 2(b), where we
compare LM results with other previous calculations for the mW
model, reaffirm the validity of this technique, which had previously
been proven for Hard Spheres and NaCl Tosi–Fumi models.77

C. TIP4P/ICE nucleation rates
Once the results of J for the mW potential are computed,

we apply the same methodology to evaluate the nucleation rate of
the TIP4P/ICE model,79 an accurate potential for describing super-
cooled water and the different ice phases.83,99–102 We carry out our
calculations at 230 K and normal pressure, conditions at which the
homogeneous nucleation rate has been previously reported, mak-
ing use of Metadynamics,60 FFS,68,91 and Seeding84 calculations. The
reported values of J obtained by means of these different tech-
niques significantly disagree in several orders of magnitude; with the
results obtained by Niu et al.60 being 9 orders of magnitude greater
than those of Haji-Akbari and Debenedetti.68 The revisited work of
this calculation by Haji-Akbari91 did not calculate the nucleation
rate directly, but it estimates a value of J 4 orders of magnitude
higher than the original published value in Ref. 68, thus reduc-
ing the discrepancy to 5 orders of magnitude. Moreover, Seeding
results obtained by Espinosa et al.84 were extrapolated towards lower
temperatures using CNT-like fits34 and provided a nucleation rate
5 orders of magnitude greater than those reported by Niu et al.60

Although such differences lie within the uncertainty of both calcu-
lations (Metadynamics has ∼2 orders of magnitude of uncertainty
and Seeding ∼5 orders of magnitude when the mislabeling criterion
is used to identify molecules as liquid-like or solid-like34), there is a
noticeable difference of 10 orders of magnitude between the Seed-
ing results and those of Haji-Akbari91 (far beyond the uncertainty
between both methodologies, with the reported uncertainty of FFS
being ∼1 order of magnitude91).

The procedure used within the LM framework for the
TIP4P/ICE is identical to that followed for the mW model. By insert-
ing a mold that creates a precritical cluster in the liquid [214 wells,
see snapshot in Fig. 3(a)], we are able to perform multiple sim-
ulations at different well depths (ϵSW) ranging from 0 to 10kBT,
and consequently solve Eq. (1). Once we have obtained the free
energy of formation of such precritical cluster induced by the mold,
we calculate the average time it takes to overcome the nucleation
free energy barrier. Gathered this information, we apply Eq. (4) to
compute J. In the same way as we do for the mW model, we compute
the nucleation rate at rw values of 0.95, 1.02, 1.09, 1.1, and 1.23 Å
and extrapolate J to the optimal well width of 1.36 Å in this
case.

A snapshot of the employed mold in TIP4P/ICE LM calcu-
lations is shown in Fig. 3(a). A summary of these calculations,
providing the number of wells in the mold, nucleation rate, and den-
sity of the stable (Ih) and metastable (liquid) phases, can be found in
Table II. Moreover, further details on the free energy needed to form
a precritical cluster with the employed mold as well as the induction
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FIG. 3. Lattice Mold technique for the nucleation rate calculation of the TIP4P/ICE model. (a) Snapshot of a configuration of liquid water in which a mold of ice Ih with 214
potential wells is inserted at 230 K and 1 bar. Red and blue particles represent the oxygen and hydrogen atoms of water, respectively, while gray particles depict the inserted
mold of potential wells. (b) Number of particles in the crystal nucleus (Nsolid) against time for eight different independent trajectories at ϵSW = 10kBT and rw = 1.09 Å to
compute ⟨t⟩. Nsolid is determined through the q6 local order parameter97 as specified in Ref. 61. Inset: Snapshot of a system enclosing a post-critical cluster in the process
of growing irreversibly (i.e., containing ∼1000 molecules). (c) Decimal logarithm of the nucleation rate as a function of temperature for the TIP4P/ICE model at 1 bar. We
compare our LM results with those from FFS by Haji-Akbari and Debenedetti68 (and the revisited work91), Seeding results reported by Espinosa et al.,84 and Metadynamics
results reported by Niu et al.60 The upper and lower (thin) dashed green lines indicate the Seeding uncertainty in J.

time to complete nucleation are reported in Table III. Additionally,
in Fig. 3(b), we plot the number of water molecules in the crys-
tal nucleus as a function of time for eight different trajectories at
a well radius of rw = 1.09 Å, through which we obtain ⟨t⟩ [required
for Eq. (4)]. The result of the nucleation rate against temperature
is shown in Fig. 3(c) along with the results obtained by Niu et al.
through Metadynamics,60 by Espinosa et al. through Seeding,84 and
by Haji-Akbari and Debenedetti68 (also including the revisited cor-
rection from Ref. 91) via FFS. We find excellent agreement between
our results and those of Niu et al.60 We predict a nucleation rate of
log10 (J/m−3 s−1) = 14.1(3.0), which matches within the uncertainty
of the Metadynamics logarithm of the nucleation rate of 14.8(2.7)
reported by Niu et al.60 Seeding results are 5 orders of magni-
tude apart, which is a reasonable agreement given the nature of the
Seeding technique and the fact that 230 K is an extrapolated state

TABLE III. LM data for the calculation of J using the TIP4P/ICE model at 230 K and
1 bar: Well widths (rw ) at which LM calculations were performed, ΔG from Eq. (2),
average time to overcome the nucleation free energy barrier ⟨t⟩, and logarithm of
the nucleation rate, with J in units of m−3 s−1. The final nucleation rate obtained by
extrapolation to the optimal well radius is shown in boldface font.

TIP4P/ICE at 230 K and 1 bar

rw (Å) ΔG/kBT ⟨t⟩ (ns) log10 J

0.95 57.85 92 10.4
1.02 55.57 118 11.3
1.09 53.71 128 12.1
1.16 52.33 136 12.6
1.23 51.33 273 12.8

1.36 Extrapolation to optimal rw 14.1(3.0)

from direct Seeding measurements at lower supercooling.34,84 Addi-
tionally, we find a moderate disagreement with the revisited FFS
calculation by Haji-Akbari,91 which lies 5 orders of magnitude lower
than our LM calculations and the recently reported nucleation rates
using Metadynamics simulations.60

Remarkably, we note that much larger discrepancies between
nucleation rates from different authors can be found for the
TIP4P/ICE model [Fig. 3(c)] than for the mW potential [Fig. 2(b)].
We hypothesize that the reason behind such fact is the much better
sampling (due to a faster relaxation time) that can be attained with
the mW potential compared to the atomistic TIP4P/ICE model.61

Generally, nucleation rate discrepancies among different rare event
techniques have emerged at low supercooling states where extremely
large sampling is required.91 For instance, in FFS calculations, incon-
sistencies have emerged when a notorious number of milestones
needs to be employed to connect the metastable state with the crit-
ical cluster. That usually happens at low metastabilities, and it is
especially accentuated in computationally expensive models with
long relaxation times such as the TIP4P/ICE model here compared
to the mW potential.68 That FFS is more prone to underestimate
J at low supercooling is supported by the nucleation rates com-
puted via FFS at 230 and 235 K from Ref. 57 [shown in Fig. 2(b)]
where inconsistent values compared to the rest of techniques were
reported only at moderate supercooling (i.e., 230 and 235 K at
1 bar), while at deep supercooling (i.e., from 215 to 225 K at 1 bar),
good agreement with different independent calculations was found.
Moreover, it has been recently noted in oppositely charged colloids
that such lack of extreme sampling under conditions of low metasta-
bility may lead to underestimated values of J via FFS calculations.103

Hence, the better agreement between independent techniques in
mW calculations compared to TIP4P/ICE nucleation rates might be
due to the less demanding computational effort required to sam-
ple the pathway connecting the metastable fluid and the critical
cluster in the mW model.91

J. Chem. Phys. 157, 094503 (2022); doi: 10.1063/5.0101383 157, 094503-7

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

IV. DISCUSSION AND CONCLUSIONS
A comparison between computational and experimental esti-

mates of the nucleation rate is critical to elucidate how good our
understanding of homogeneous ice nucleation is. In Fig. 4, we
show the nucleation rate with respect to supercooling conditions
(ΔT = Tmelting − T, where Tmelting is 273 K for the mW model,104

270 K for the TIP4P/ICE model,61 and 273.15 K for real water)
for the two studied models against experimental nucleation rates.
Experiments performed with microdroplets17,20–22,24–26 and nano-
droplets28,29,31 are colored in dark and light green, respectively, while
results for the mW water model15,34,56,58,59,91 are colored in blue
and those obtained from the TIP4P/ICE model60,68,84 in red. As
depicted in Fig. 4, our understanding of ice nucleation at normal
pressure spans over a wide range of temperatures. However, within
such range, we can still find discrepancies between different exper-
imental and computational approaches. At supercooling conditions
ranging between 30 and 40 K, there is good agreement between all
experimental results reported.17,20–22,24,25 Moreover, estimations of
the nucleation rate in the same range for the TIP4P/ICE model also
match experimental results, while the mW potential severely under-
estimates the nucleation rate within ∼10–15 orders of magnitude.
This can be explained by the higher liquid–crystal interfacial free
energy of the mW model at that supercooling conditions when com-
pared to the TIP4P/ICE model.61 However, at greater supercooling
conditions (above ΔT = 45 K), the mW model appears to recover the
experimental J trend.

It is worth noting that, as discussed in Ref. 84, in nano-droplet
experiments (depicted by light green symbols in Fig. 4), the pres-
sure inside such drops is larger than the atmospheric one by virtue

of the Laplace pressure, and over ΔT = 50 K, metastable liquid
nano-droplets can reach pressures up to 500 bars. The Seeding
curve in Fig. 4 accounts for this effect; however, direct compari-
son between calculations performed at normal pressure and those
of nanoscale experiments can be affected by the higher pressure in
the latter, which has a decelerating effect on ice nucleation.98 Under
high supercooling conditions (ΔT > 40 K), TIP4P/ICE predictions
reported by Niu et al.60 moderately underestimate the experimental
nucleation rates17,28,29,31 by 4–6 orders of magnitude. Moreover, in
the range 35 K < ΔT < 50 K, the mW potential underestimates the
experimental nucleation rates by ∼5–10 orders of magnitude. We
hypothesize that the difference in melting enthalpy of both mod-
els (and the high value of the ice–liquid interfacial free energy in
the case of the mW model) with respect to that of real water might
be behind such moderate nucleation rate underestimation (Fig. 4).
Whereas the experimental melting enthalpy (ΔHm) at normal pres-
sure is 1.44 kcal/mol, the same magnitude for both potentials is 1.29
and 1.26 kcal/mol for the TIP4P/ICE and mW models, respectively.
Given that the ice–water chemical potential difference (Δμ) along an
isobar can be approximated until moderate supercooling conditions
through Δμ = ΔHm(1 − T/Tm), where T indicates temperature and
Tm the melting temperature, we hypothesize that the lower melt-
ing enthalpies of both potentials can translate into lower chemical
potential differences and, thus, lower driving force to nucleate. Fur-
thermore, it has been suggested that ice nucleation might be favored
at the subsurface of water droplets,106 which would enhance the
experimental nucleation rate. Even though there is intense debate
in that regard (and still it is not clear whether nucleation may be
favored or not; see Refs. 57 and 107), the fact that in computer sim-
ulations ice nucleation rates are evaluated in bulk liquid conditions

FIG. 4. Decimal logarithm of the homogeneous ice nucleation rate against supercooling (ΔT = Tmelting − T , with Tmelting being 273 K for the mW model,104 270 K
for the TIP4P/ICE model,61 and 273.15 K for real water) obtained both through computer simulations (mW and TIP4P/ICE models) and experimental techniques.
Microdroplet17,20–22,24–26 and nano-droplet28,29,31 experimental rates are colored in dark and light green, respectively, J values for the mW model15,34,56,58,59,91 are shown in
blue, while TIP4P/ICE results60,68,84,91 are depicted in red. Red and blue bands depict polynomial fits to TIP4P/ICE and mW nucleation rates, respectively, considering the
data from this work and that of Niu et al.60 for the TIP4P/ICE model and J data obtained from this work and Refs. 15, 56, 58, 59, 61, and 91 for the mW model. Furthermore,
nucleation rates through an ab initio machine learning model of water by Piaggi et al.105 using Seeding simulations have been included (maroon symbols). Results from this
work are represented with filled symbols, while those of other groups are displayed with empty ones. Please note that the Seeding results obtained by Espinosa et al.84 for
the TIP4P/ICE model are also represented by a dashed line (including upper and lower bounds for the uncertainty) since the J value along this regime has been extrapolated
from data at lower supercooling using a CNT fit.
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(i.e., absence of interfaces) might also explain the lower nucleation
rate predictions of both TIP4P/ICE and mW models.

Importantly, the most noticeable disagreement between exper-
iments also occurs within this temperature range where Laksmono
et al.26 using microdroplets to measure J disagree with nano-
droplet nucleation rates reported by Manka et al.,29 Hagen et al.,31

and Amaya and Wyslouzil28 by 8 orders of magnitude. In contrast,
TIP4P/ICE Seeding estimations84 in this regime match the experi-
mental rates reported by Manka et al.,29 Hagen et al.,31 and Amaya
and Wyslouzil28 (although probably due to an overestimation in
J by virtue of the employed local order parameter). The interference
of ice growth with ice nucleation in the experiments of Laksmono
et al.26 has been hypothesized to be the cause of such discrepancy.61

Interestingly, we note that under very high supercooling conditions
(ΔT > 55 K), mW nucleation rates become higher than those of
TIP4P/ICE (considering that the J values reported by Niu et al. are
more accurate than those obtained from Seeding simulations). In
fact, spontaneous crystallization of the mW model has been reported
by Moore and Molinero15 near 200 K. The moderately higher J val-
ues of the mW model compared to those of the TIP4P/ICE model
at deep supercooling conditions (Fig. 4) on top of the significantly
higher crystal growth rate of the mW model (∼2 orders of magnitude
higher than that of TIP4P/ICE61) enables the direct observation of
water freezing in mW simulations at large supercooling conditions
without the need of rare event techniques. Finally, in Fig. 4, we show
the nucleation rate obtained by means of Seeding simulations using
SCAN-ML, a recently developed machine learning trained model,105

which greatly resembles TIP4P/ICE results obtained by Niu et al.60

Remarkably, both TIP4P/ICE and SCAN-ML recover most of the
experimental rates within 5–7 orders of magnitude for a wide range
of supercooling conditions (Fig. 4).

In summary, here we have computed ice nucleation rates for
two popular water models through the Lattice Mold technique, an
efficient and simple method that does not rely on any theoretical
assumption (i.e., CNT). Our results show good agreement with some
previously reported data for both models obtained through FFS,56

Seeding,34,84 US,58,59 and Metadynamics.60 The computational per-
formance achieved through our method is also of high relevance:
More than 21 × 106 central processing unit (CPU) hours were
required to compute the nucleation rate of the TIP4P/ICE at 230 K
via FFS calculations,68 while through the LM technique, less than
1 × 106 of CPU hours were required. Despite the fact that LM calcu-
lations are still far more expensive than Seeding simulations—where
evaluating the TIP4P/ICE nucleation rate at 230 K costs ∼150 000
CPU hours61—the technique still has a very good cost balance, espe-
cially considering the advantages with respect to Seeding, such as
non-reliance on the Classical Nucleation Theory or in regard to the
usage of complex local order parameters to determine the critical
cluster size.

Overall, multiple publications can provide relatively disparate
estimations of the nucleation rate between experiments and simula-
tions for a molecule as essential as water, hence, demonstrating the
complexity of these calculations. Despite this, our understanding on
the time required to freeze water has considerably improved in the
last few decades (Fig. 4), and here we have presented the Lattice
Mold technique, aiming to reach consensus on the value of the
homogeneous ice nucleation rate for two distinct water models
that describe molecular interactions at different levels of resolution.

Establishing a solid and computationally efficient methodology to
compute nucleation rates is fundamental, since in the near future,
the development and validation of more accurate water models
will require feasible and reliable measurements of this critical mag-
nitude controlling atmospheric phenomena and cryopreservation
processes.
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