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We present a numerical study of the relative solubility of cholesterol in octanol and water. Our
calculations allow us to compare the accuracy of the computed values of the excess chemical potential
of cholesterol for several widely used water models (SPC, TIP3P, and TIP4P). We compute the excess
solvation free energies by means of a cavity-based method [L. Li et al., J. Chem. Phys. 146(21), 214110
(2017)] which allows for the calculation of the excess chemical potential of a large molecule in a dense
solvent phase. For the calculation of the relative solubility (“partition coefficient,” log10Po/w) of
cholesterol between octanol and water, we use the OPLS/AA force field in combination with the SPC,
TIP3P, and TIP4P water models. For all water models studied, our results reproduce the experimental
observation that cholesterol is less soluble in water than in octanol. While the experimental value for
the partition coefficient is log10Po/w= 3.7, SPC, TIP3P, and TIP4P give us a value of log10Po/w = 4.5,
4.6, and 2.9, respectively. Therefore, although the results for the studied water models in combination
with the OPLS/AA force field are acceptable, further work to improve the accuracy of current force
fields is needed. Published by AIP Publishing. https://doi.org/10.1063/1.5054056

I. INTRODUCTION

The solubility of a substance (“solute”) in a given sol-
vent denotes the maximum amount of such substance that
can be dissolved. Solubility basically depends on the physico-
chemical properties of the solute and solvent, as well as on the
temperature, pressure, and the chemical composition of the
solution. Under certain conditions, the equilibrium solubility
can be exceeded to reach a metastable supersaturated solu-
tion from which the solute can eventually precipitate. Accurate
predictions of solubilities are of considerable practical impor-
tance. For instance, in the development of new pharmaceutical
compounds,1–4 it is crucial to know both its absolute solubility
and relative solubility in hydrophilic-hydrophobic environ-
ments representing the blood-cell barrier. For similar reasons,
the solubility of compounds is also of interest to the food indus-
try.5,6 In the petrochemical industry, it is extremely important
to be able to predict the solubilities of various organic and
inorganic compounds in aqueous solutions, as exceeding this
limit might lead to blockages in pipelines.7–9

Given the importance of accurate solubility calculations
during the two last decades, many efforts have been devoted
in developing computational methods for estimating solu-
bilities including direct coexistence simulations10–12 and the
osmotic ensemble13–19 or making use of thermodynamic rela-
tions to calculate the solubility via chemical potential calcula-
tions.20–26 Each of these methods has associated strengths and
weaknesses. For example, direct simulation of the two phases
of interest is a conceptually simple “brute force” technique,
and it requires long simulations of large system sizes even for

readily soluble solutes. It is effectively useless to estimate the
solubility of sparingly soluble solutes. The osmotic ensemble
has previously been successfully employed to calculate the
solubility in both a solution and porous solids;13–19 however,
the method is less convenient for sparingly soluble solutes.
Thermodynamic relationships rely on the equality of the chem-
ical potential of the two phases in equilibrium and require
calculation of the excess chemical potential of the solute in sep-
arate simulations of both phases. However, common chemical
potential calculation methods such as Widom trial insertion27

and direct growth28–31 are sensitive to the choice of the cou-
pling scheme used and may suffer particle-particle overlaps
that can cause either low (or zero) insertion probabilities or an
integrable singularity, respectively.

Therefore, most solubility calculations have only been
applied to compute the solubility of small molecules such as
NaCl in water.10–12,14,20,21,32–37 A proof of how challenging it
is to measure solubilities in simulations is that the first reported
calculation for an ionic system was the one by Ferrario et al.
in 2002 for KF.22 Later in 2007, Sanz and Vega determined
also the solubility of NaCl in water,21 and since then, several
groups calculated the solubility limit of NaCl in water for that
model, the JC/SPC/E,38,39 only reaching a consensus between
the different methodologies10,12,14,20,32 almost ten years
later.

Moving away from particle-based methods, machine
learning40 and analytical models41–43 have also been devel-
oped; however, these methods lack physical or chemical under-
standing. To overcome the limitations mentioned above, in
2017, Li et al.23 proposed a new method for computing
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solubilities of general and arbitrarily complex solutes with low
solubility, as, for instance, organic molecules in water. There
the authors computed the solubility of two organic molecules
in water, napthalene, and cyclohexane. This new methodology
is based on calculating the solubility via computing the abso-
lute chemical potential of the solid and the solution phases in
solubility equilibrium. The method is composed of an extended
version of the Einstein crystal44,45 (Einstein molecule can be
also used46,47) for evaluating the chemical potential of the solid
in a molecular crystal, plus a novel cavity-based method, which
allows for the calculation of the excess chemical potential of
general solutes in the solution. In that sense, the fundamental
idea is similar to other previous methodologies.20,21,48 The sig-
nificant advantage in the cavity-based method in comparison to
other methodologies is that it does not suffer from inaccuracies
as growing directly a solute in the solution nor is it only valid
for small solutes48 as it overcomes the integrable singularity
due to particle-particle overlaps. Alongside this, it is simple to
implement it in standard molecular dynamics packages.49

This methodology can also be applied for computing par-
tition coefficients. An early calculation of partition coefficients
for alkanes and alcohol solutes in octanol/water mixtures was
reported in 2000.50 In the present work, we use the cavity-
based method,23 a more straightforward technique than the
configurational-bias Monte Carlo simulations in the Gibbs
ensemble used in 2000,50 to compute the partition coefficient
of cholesterol between water and octanol. The partition coef-
ficient (PI /II ) is the ratio of concentrations of a compound in
a mixture of two phases (I and II) at equilibrium and can be
related for sparingly soluble solutes to the difference in sol-
ubility of the compound in the two phases. Commonly one
of the solvents is water, while the other is a hydrophobic
one such as 1-octanol; hence, the partition coefficient mea-
sures how hydrophilic or hydrophobic is a particular substance.
log10Po/w is given by

log10 PI/II = log10
[S]I

[S]II
, (1)

where [S]x stands for the concentration of the solute (in molar-
ity, the number of moles of solute per liter of solution) in x,
where x is the solvent. Here the octanol phase is denoted by I
whilst water is denoted by II. Although arbitrary concentration
units can be used to define the partition coefficient, the use of
molarity is particularly convenient as then the logarithm of the
partition coefficient can be determined from the excess chemi-
cal potentials, as will be shown below. Experimentally the par-
tition coefficient is measured for two immiscible solvents using
a shake-flask containing both solvents from which the relative
concentrations can be determined by spectroscopic, chromato-
graphic, or volumetric methods. However, this method can
be both expensive and time-consuming and may suffer from
accuracy issues for sparingly soluble solutes.51,52

Here we relate log10Po/w to the excess chemical poten-
tial, µexcess, of the solute in water and octanol. Note that for
estimating the relative solubility between both phases, it is not
necessary to know the chemical potential of the solid given that
in both cases, it will be the same. From the Gibbs free energy
of solvation in the two different phases at a given T and p, it
is possible to calculate log10Po/w according to the following

expression:24,53

log10 Po/w =
µwexcess − µ

o
excess

2.303RT
, (2)

where µwexcess and µo
excess are the excess chemical potentials of

cholesterol in water and octanol respectively, 2.303 ≈ ln 10, R
is the ideal gas constant, and T is the absolute temperature.

We employ the OPLS/AA force field54 to represent both
the cholesterol and octanol molecules in combination with sev-
eral widely used water models such as the SPC,55 TIP3P,56 and
TIP4P56 models. We have selected the OPLS/AA force field
because, over the past few years, it has become one of the
most widely used force fields for simulating sterols, lipids,
and membranes.57,58 As OPLS/AA has been parameterized
for being used in combination with SPC, TIP3P, and TIP4P
water models, we have chosen these models for simulating
water despite them being less accurate than other models in
reproducing the behavior of pure water.59

We compare the prediction for the different models with
the experimental value log10Po/w = 3.7, calculated via Eq. (1)
from the solubility of cholesterol in octanol and in water
reported in Refs. 60 and 61, respectively. Predicting solubili-
ties is a non-trivial quality test for a force field since log10Po/w

depends on the partial solubility of a solute in two different
phases and also because this property is not typically one of
the main targets when developing force fields (including the
water models investigated here).

The rest of this paper is organised as follows. In Sec. II, we
present the model and simulation details including the cavity-
based methodology. In Sec. III, we discuss our findings before
summarizing in Sec. IV.

II. MODEL AND SIMULATION DETAILS
A. The cavity-based method

We employ the cavity-based method to calculate the
excess chemical potential µexcess of general and arbitrarily
complex solutes. In principle, although it is possible to com-
pute µexcess directly by growing a solute directly in the solution
without the use of a cavity, such an approach may suffer from
inaccuracies29 due to particle-particle overlap. The use of a
pre-grown cavity eliminates such difficulties by the introduc-
tion of a softly repulsive potential that creates a cavity in the
solution inside which the solute can be inserted. Once the
solute is fully grown, then the cavity can be removed.

Thus the total ∆Gsolvation is given by

∆Gsolvation = ∆Ggrow + ∆Ginsert + ∆Gshrink , (3)

where ∆Ggrow, ∆Ginsert , and ∆Gshrink are the change in free
energy associated with the cavity growth, insertion of the
solute, and cavity shrinking, respectively (more details/sketch
are described in Refs. 23 and 24). Note that ∆Gsolvation is equal
to µexcess as we are inserting only one molecule of the solute
(N = 1). In all cases, we calculate the change in free energy
using thermodynamic integration.44 For computing ∆Ggrow,
we first insert the cavity at the centre of our cubic simulation
box and second we gradually increase the interaction of the
softly repulsive potential for making the cavity.

In theory, the µexcess calculated is independent of the cav-
ity potential used; however, recently we have found that this is
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not always the case due to irreversible nucleation events.24

However, given the same force fields are employed by Li
et al.,23 we chose to use the same cavity potential described
by the following equation:

Ucavity(rα−β , λ) = A exp(−rα−β/B + λ), (4)

where λ is the thermodynamic coupling parameter and
accounts for the size of the cavity formed, rα−β is the dis-
tance between the centre of the cavity and a fixed point of a
solvent molecule, which for convenience can be chosen as a
specific atom of the solvent molecule, and A and B are the
fixed parameters with the values of A = 300 kcal/mol and
B = 1 Å, respectively. The typical range of λ used in this
work has been from −10 to 6. When λ = −10, the interaction
between the cavity potential is negligible and we take as the
equivalent of having no cavity, and for λ = 6, the volume of the
cavity is noticeably larger than the volume of a single choles-
terol molecule, our solute of interest. The thermodynamic
integration expression for computing ∆Ggrow is

∆Ggrow =

∫
〈∂Ucavity(rα−β , λ)/∂λ〉λdλ

=

∫
〈Ucavity(rα−β , λ)〉λdλ, (5)

where Ucavity(rα−β , λ) refers to the interaction energy between
the cavity and the surrounding solvent molecules as a func-
tion of λ. Once the cavity has been created, the solute is then
inserted into it. The insertion of the solute has to be done by
fixing the centre of the solute into the centre of the cavity in
order to avoid displacements towards the border of the cav-
ity during the activation of the interactions between the solute
and the solvent. For computing the free energy work of insert-
ing the solute into the cavity, ∆Ginsert , we first switch on the
van der Waals interactions and then we turn on the Coulombic
interactions.

For computing ∆GvdW
insert , we use

∆GvdW
insert =

∫ 1

0
〈∂UvdW (λ ′vdW )/∂λ ′vdW 〉λ′vdW

dλ ′vdW , (6)

where UvdW (λ ′
vdW ) = UvdW λ

′
vdW is the van der Waals inter-

action energy between the solute and the solvent along the
path λ ′

vdW that connects no interaction between them (λ ′
vdW

= 0) to full interaction (λ ′
vdW = 1). To evaluate the electrostatic

contribution ∆GCoul
insert between the solute and the solvent, the

same way described in Eq. (6) is used but for the Coulombic
interactions.

As long as the cavity size is large enough for the host
solute, vdW and Coulombic interactions can be switched on
in a single step (λ ′

vdW or λ ′coul from 0→ 1 directly). We have
verified that activating separately both interactions in a single
step or in several steps (0→ 0.1, 0.1→ 0.2, . . ., and 0.9→ 1),
the results, when the cavity size is large enough, are the same
within the uncertainty.

Finally, the last step is to shrink the cavity until the solute
molecule is completely solvated. This free energy work can be
computed analogously to that in Eq. (5).

B. Model

The force field used in this work for modeling choles-
terol and octanol was the OPLS/AA.54 In this force field,
the atoms interact via the Lennard-Jones potential plus a
Coulombic interaction using partial charges. 1,4 intramolec-
ular interactions are also considered. For the case of water,
we used three different water models, and all of them are
rigid and non-polarizable, SPC,55 TIP3P56, and TIP4P.56 Both
SPC and TIP3P are 3-site water models, and TIP4P is a 4-site
one having the negative charge of the oxygen in the bisector
of the angle formed by the oxygen and the two hydrogens.
The cross interactions between cholesterol and octanol and
cholesterol and water are described by the geometric combi-
nation rule σij =

√
σiσj and ε ij =

√
ε iε j, where ε ij is the

depth of the potential well for the Lennard-Jones interactions
between atoms of types i and j and σij is the same but for
the atomic diameter. The simulations were carried out using
LAMMPS49 in the isobaric-isothermal ensemble (NpT ). The
pressure was fixed using the Nose-Hoover62 barostat with
a relaxation time of 0.5 ps, and temperature was fixed by
using the Nose-Hoover63 thermostat with a relaxation time
of 0.5 ps. For integrating the equations of motion, we used the
velocity-Verlet integrator64 with a time step of 0.3 fs. We used
particle-particle-particle-mesh summations65,66 to deal with
the electrostatic interactions. The cut-off radius for both dis-
persive interactions and the real part of the electrostatic inter-
actions were 14 Å. Long-range Lennard-Jones tail corrections
were included. The SHAKE algorithm67 was used to constrain
the O-H bond length in water and the angle of the molecule.
All our simulations were run at T = 298 K and p = 1 bar, with N
= 512 molecules in the case of octanol (being 0.012 mol/l the
concentration of cholesterol when one molecule is inserted)
and N = 4096 molecules for water (being 0.013 mol/l the con-
centration of cholesterol when one molecule of cholesterol is
inserted). The experimental solubilities of cholesterol in water
and in octanol are 4.7·10−6 mol/l61 and 0.022 mol/l,60 respec-
tively. We shall assume that the excess chemical potential of
cholesterol does not change much with concentration as it is a
sparingly soluble solute.

III. RESULTS
A. Computing the partition coefficient of cholesterol
between octanol and SPC water

In this section, we illustrate step-by-step how log10Po/w

has been computed for the case of SPC water.55 For the other
water models studied in this work, the same protocol was
followed.

First, we have computed the free energy work needed
(∆Ggrow) for creating a cavity as a function of its size in both
solvents water and octanol. In Fig. 1(a), we show the value
for the interaction between the cavity potential and the solvent
molecules Ucavity(λ) (octanol is represented by red squares,
and SPC water is represented by blue circles) as a function
of λ, the parameter which controls the size of the cavity. The
value of the integral for both curves evaluated via Eq. (5) is
also included in Fig. 1(b), a dashed red line for octanol and
a dashed blue one for SPC water. As can be extracted from
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FIG. 1. (a) Potential energy interaction (Ucavity) between the cavity and sol-
vent molecules as a function of λ; red squares account for octanol and blue
circles account for SPC water. (b) Free energy change associated with creating
the cavity (∆Ggrow) in each solvent; the red dashed curve stands for octanol,
and the blue one stands for water.

this plot 1(b), ∆Ggrow for creating a cavity of the same size
in octanol costs less energy than that in water. This result is
consistent with the fact that the liquid-vapour interfacial free
energy in octanol is much lower than that in water.68,69

Once the cavity formed in the fluid is large enough to
accommodate one molecule of cholesterol, the second step is
to introduce the molecule inside it and to switch on the potential
interaction between the cholesterol molecule and the solvent.
To check that our results are unlikely to be affected by finite-
size effects, we evaluated a density profile from the center of
the cavity to the half of the box side. We observe that the liquid
density beyond the cavity is the same as that of the bulk for
the liquid under the same conditions.

First we have to attach the closest atom to the center of
mass in cholesterol to the center of the cavity, thus avoiding
the cholesterol to move towards the borders of the cavity. For
switching on the interactions, as commented before, it is advis-
able first to activate the van der Waals interaction, and once
these are at full strength, then do the same for the electrostatic
contribution. When the size of the cavity is big enough, the
activation of such interactions can be done in one single step
or in several steps. We have obtained similar results within
the uncertainty when switching on the dispersive/electrostatic
interactions in one or in several steps (e.g., 5 steps) for the
largest λ values, from 4.5 to 6.

In Fig. 2, we show the values for ∆Ginsert for the van
der Waals, the electrostatic contribution, and the sum of both
interactions between cholesterol and the surrounding solvent

FIG. 2. ∆GvdW
insert , ∆GCoul

insert , and ∆Ginsert (total) as a function of λ defined in
Eq. (4) (and not ofλ′ used to determine∆Ginsert) for the insertion of cholesterol
in SPC water (blue symbols) and in octanol (red ones).

molecules, as a function of λ. Blue symbols correspond to the
interaction between cholesterol and SPC water, and red ones
correspond to that between cholesterol and octanol. Circles
represent the energy for the electrostatic contribution, squares
represent that for the van der Waals one, and stars represent the
sum of both contributions. As can be seen from Fig. 2, the elec-
trostatic interaction between cholesterol and octanol is much
weaker than the one between cholesterol and water. That is not
surprising since the partial charges in the octanol molecule are
much lower than those of water. On the other hand, the dis-
persive interactions between cholesterol and octanol are larger
than the ones with water. Although globally the sum of both
interactions in both solvents follows a similar trend as a func-
tion of λ, ∆Ginsert in water is 2-3 kcal/mol more favorable than
that in octanol.

Finally the third step required for computing ∆µexcess is to
evaluate the free energy change associated with shrinking the
cavity ∆Gshrink to recover the final state with the molecule of
cholesterol fully solvated in the solution. The results obtained
for ∆Gshrink are shown in Fig. 3 where blue circles stand for
the energy between the cavity potential and water Ucavity, red
squares are the same but for octanol, and dashed lines ∆Gshrink

are for each solvent. For octanol, the free energy required to
shrink the cavity is lower than that in water, as it was for
growing it.

FIG. 3. Potential energy of interaction between the cavity and solvent
molecules Ucavity as a function of λ while shrinking the cavity. Red squares
represent the octanol data, and blue circles are those for SPC water. The
free energy change associated with shrinking the cavity once the interac-
tions between cholesterol and each solvent are fully activated is represented
by dashed curves using the same code color. Both magnitudes Ucavity and
∆Gshrink are in kcal/mol as indicated in the y axis.
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FIG. 4. Excess free energy of solvation of cholesterol as a function of λ in
octanol and in water for the three different water models studied. Meaning of
the symbols is indicated in the legend.

Having evaluated ∆Ggrow, ∆Ginsert , and ∆Gshrink , by
means of Eq. (3), we can evaluate µexcess for solvating choles-
terol either in water or in octanol. The results for µexcess as
a function of λ are shown in Fig. 4, for all the studied water
models and octanol. Blue circles represent the values for SPC
water, and red squares represent those for octanol (green dia-
monds for TIP3P and black up triangles for TIP4P models).
When the size of the cavity is too small to accommodate the
molecule of cholesterol, the values of µexcess depend on λ, but
from λ = 4.5 to λ = 6, the value of the free energy of sol-
vation remains approximately constant within the uncertainty
which implies that the cavity size is large enough for hosting
the solute. As can be seen from Fig. 4, µexcess for all water
models is higher than that for octanol, which clearly indicates
that cholesterol will be more soluble in octanol than in water,
no matter which model one chooses. It is interesting to note
that whilst ∆Ginsert was lower for water than for octanol, the
overall µexcess of cholesterol in octanol was lower than that in
water. This is because the cycle of forming and removing the
cavity requires less reversible work in the case of octanol than
in water, which shows the importance of considering all the
free energy contributions when calculating µexcess and not only
∆Ginsert .

With the obtained values of µexcess for SPC water and
octanol, the partition coefficient can be calculated, giving a
value of log Po/w = 4.5 in acceptable agreement with the
experimental value60,61 of log10Po/w = 3.7.

B. Comparison of log10Po/w for SPC, TIP3P,
and TIP4P water models

Following the procedure explained in Sec. III A, we have
estimated log10Po/w for the TIP3P56 and the TIP4P56 water
models (see Fig. 4 and Tables I and II).

The estimated partition coefficients for TIP3P and TIP4P
were found to be 4.6 and 2.9, respectively. Notice that the
chemical potential of cholesterol in TIP3P and SPC water is
about 2 kcal/mol higher than that in TIP4P, and this explains
the differences in the partition coefficient. Therefore, both
3-site models SPC and TIP3P overestimate the partition coeffi-
cient in comparison to the experimental one,60,61 while TIP4P
underestimates it by an amount of similar magnitude.

TABLE I. Excess free energy of solvation of cholesterol in octanol (µo
excess),

in water µw
excess in kcal/mol, and its partition coefficient (log10Po/w ) in both

solvents, for the OPLS/AA force field combined with SPC, TIP3P, and TIP4P.
Experimental results calculated from Refs. 60 and 61 are also included.

System µo
excess µw

excess log10 Po/w

OPLS/AA-SPC �13.5 �7.4 4.5
OPLS/AA-TIP3P �13.5 �7.2 4.6
OPLS/AA-TIP4P �13.5 �9.6 2.9
Experimental . . . . . . 3.7

Although, TIP4P is a more accurate water model than SPC
and TIP3P in describing the behavior of pure water,59 in this
case, for predicting the partition coefficient in combination
with the OPLS/AA force field, its estimation of log10Po/w is
similar in accuracy than those of the others.

From Table II, we can evaluate the ratio between
∆Ggrow and the liquid-vapour interfacial free energy (γlv)
for these models at the same conditions, reported in Ref.
70, which are 54.7 mJ/m2 for SPC, 52.3 mJ/m2 for TIP3P,
and 59.0 mJ/m2 for TIP4P. In all cases, we obtain a con-
stant value of 2.7-2.8 indicating that the free energy work
computed for creating the cavity inside the liquid is con-
sistent with the previous results of (γlv)70 since (γlv) =
∆Ggrow/Acavity, where Acavity means the exposed area of the
cavity to the fluid. Also observing term by term the dif-
ferent contributions of Eq. (3) in Table II (where λ = 5
was used because the cavity size is large enough for hosting
a cholesterol molecule and µwexcess is converged; see Fig. 4),
one can notice that ∆Ginsert for TIP4P is around 4 kcal/mol
lower than that for SPC and TIP3P. This difference is par-
tially compensated when taking into account the free energy
work of growing and shrinking the cavity (∆Ggrow + ∆Gshrink),
which for TIP4P is about 2 kcal/mol higher than for the other
models. Therefore, taking into account the sum of the three
contributions, we obtain that for the TIP4P model, µwexcess is
around 2 kcal/mol lower than for the other ones, which makes
its partition coefficient also lower.

A possible explanation why TIP4P gives a lower
log10Po/w than the other models is related to its partial charges.
For TIP4P, the negative charge is −1.04 e, and for TIP3P and
SPC, it is−0.834 and−0.82 e, respectively. The higher charges
in TIP4P favor the electrostatic cross interaction between
cholesterol and water, and this might lead to an overestimate
of its solubility in water.

These results stress that models which are successful in
describing the behavior of pure substances need further tuning
when applying them to mixtures.

In this context, it might be interesting to analyze the effect
of using different types of combination rules (for instance, the

TABLE II. Different contributions of Eq. (3) in kcal/mol for the three
employed water models at λ = 5. The sum of them gives µw

excess.

Model ∆Ggrow ∆Ginsert ∆Gshrink

SPC 153.4 �11.5 �149.0
TIP3P 146.5 �12.0 �142.0
TIP4P 157.7 �15.8 �151.1
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Lorentz-Berthelot rule71) on the partition coefficient. Clearly,
more work is needed to improve the accuracy of the current
force fields to obtain reliable predictions of the properties
of solutions, such as solvation free energies. Here we have
focused on the partition coefficient which eliminates the need
to consider the solid phase. Of course, the absolute solubility
is also of importance. Here, we did not include absolute sol-
ubility calculations because the accuracy of such calculations
is likely to suffer from the fact that the OPLS/AA (and most
other commonly used force fields) has not been parameter-
ized for the solid phase. Moreover, in the case of cholesterol,
there exist multiple crystalline polymorphs depending on the
hydration of the crystal. From a more practical perspective,
the relevance of absolute solubility calculations of cholesterol
seems limited as to our knowledge crystalline cholesterol does
not form in biological systems. To be more precise, the highly
relevant “cholesterol deposits” in atherosclerosis are made of
a mixture of cholesterol and lipids. Predicting the conditions
under which such deposits would form would require a study
of the complete cholesterol/lipid/water phase diagram, which
is beyond the scope of the present work.

IV. CONCLUSIONS

In this work, we have applied the recently devel-
oped cavity-based method to evaluate the partition coef-
ficient of cholesterol between octanol and water. Using
this method, we have evaluated the partition coefficient
of cholesterol in octanol and water using the OPLS/AA
force field (for modeling cholesterol and octanol) in com-
bination with three different models of water, SPC, TIP3P,
and TIP4P. For the three studied water models, we repro-
duce the fact that cholesterol is more soluble in octanol
than in water. When using SPC and TIP3P, the partition
coefficients predicted are higher, log10Po/w = 4.5 and 4.6,
respectively, than the experimental one log10Po/w = 3.7
whilst when OPLS/AA is used with TIP4P, it gives a lower
log10Po/w = 2.9. These results might turn out a bit unexpected
since in overall TIP4P is a somewhat better model in describ-
ing pure water and one should expect a better performance of
a force field when combining it with a better model of water.
As shown in this paper, this is not the case since the predic-
tions based on the three water models studied deviated about
equally from the experimental Po/w values. We hypothesize
that the underestimation in TIP4P is because the higher partial
charges than in either SPC or TIP3P are enhancing the elec-
trostatic stabilization of cholesterol in water. By contrast, the
lower partial charges in SPC and TIP3P lead to an overestimate
of log10Po/w .

In summary, the cavity-based method has allowed us to
carry out a rigorous validation test for the applicability of force
fields to the prediction of partition coefficients. Our results
show that although the performance of the models is fair, our
simulations suggest that current force fields yield predictions
for [S]o

[S]w
that may be off by an order of magnitude. In the case

of cholesterol, the observed discrepancy is important because
octanol is often used as a model fluid that is representative for
the medium inside a lipid membrane. Hence, if simulations
predict the wrong partition coefficient between octanol and

water, one should expect that the same models will not perform
well when predicting how strongly cholesterol is absorbed in
bio-membranes.

Clearly, further work is needed to improve the predictive
capability of force fields for solubility predictions. Such ability
to predict solubilities is particularly important in the case of
sparingly soluble solutes, in which case, experiments may be
very challenging.
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