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ABSTRACT
We investigate the nucleation of carbon dioxide (CO2) hydrates from carbon dioxide aqueous solutions by means of molecular dynamics
simulations using the TIP4P/Ice and the TraPPE models for water and CO2, respectively. We work at 400 bar and different temperatures
and CO2 concentrations. We use brute force molecular dynamics when the supersaturation or the supercooling is so high so that nucleation
occurs spontaneously and Seeding otherwise. We use both methods for a particular state and found an excellent agreement when using a
linear combination of q3 and q12 order parameters to identify critical clusters. With such order parameter, we get a rate of 1025 m−3 s−1

for nucleation in a CO2 saturated solution at 255 K (35 K of supercooling). By comparison with our previous work on methane hydrates,
we conclude that nucleation of CO2 hydrates is several orders of magnitude faster due to a lower interfacial free energy between the crystal
and the solution. By combining our nucleation studies with a recent calculation of the hydrate–solution interfacial free energy at coexis-
tence [Algaba et al., J. Colloid Interface Sci. 623, 354–367 (2022)], we obtain a prediction of the nucleation rate temperature dependence
for CO2-saturated solutions (the experimentally relevant concentration). On the one hand, we open the window for comparison with exper-
iments for supercooling larger than 25 K. On the other hand, we conclude that homogeneous nucleation is impossible for supercooling
lower than 20 K. Therefore, nucleation must be heterogeneous in typical experiments where hydrate formation is observed at low supercool-
ing. To assess the hypothesis that nucleation occurs at the solution-CO2 interface, we run spontaneous nucleation simulations in two-phase
systems and find, by comparison with single-phase simulations, that the interface does not affect hydrate nucleation, at least at the deep
supercooling at which this study was carried out (40 and 45 K). Overall, our work sheds light on molecular and thermodynamic aspects of
hydrate nucleation.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0252152

I. INTRODUCTION

When a liquid is cooled below the solid–liquid coexistence tem-
perature, the crystallization is not an immediate process and the
liquid can remain in a metastable supercooled state for some time.
Fluctuations still exist and the formation of small embryos of the
stable crystal phase can be observed. When these fluctuations lead

to the formation of a solid cluster that surpasses a critical size then
crystallization cannot be avoided. This mechanism is usually known
as homogeneous nucleation. In the proximity of the equilibrium
freezing temperature, the critical cluster size is quite large and the
liquid phase can remain stable for quite a long time. The presence
of solid impurities reduces the size of the critical cluster and makes
nucleation easier, leading to heterogeneous nucleation that can be
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observed easily even for temperatures moderately below the freezing
temperature.1

An interesting observable is the nucleation rate J defined as
the number of critical clusters per unit of time and volume. The
nucleation rate can be determined in experiments, mainly for ice
in supercooled water2–11 but only (due to limitations in system size
and accessible time) when its value is smaller than 1016

/(m3 s).
In simulations, the nucleation rate can be determined in Brute
Force (BF) simulations only when its value is of the order of
1030
/(m3 s) or higher (due to limitations in system size and acces-

sible time). Thus, there is a range of nucleation rates between
1016 and 1030

/(m3 s) that cannot be accessed either by experi-
ments or by BF simulations. However, the use of special rare event
technique simulations allows determining the nucleation rate in
this intermediate regime or even for temperatures accessible in
experiments.

Several techniques have been proposed to obtain nucleation
rates in simulations when BF simulations are not sufficient. Two of
them, Umbrella Sampling12 (US) and Metadynamics,13 are aimed at
determining the free energy barrier for nucleation and the nucle-
ation rate using the formalism proposed by Volmer and Weber14

and Becker and Döring.15 About 25 years ago, Bolhuis and co-
workers proposed a methodology, the Transition Path Sampling
(TPS),16 where an analysis of the trajectories that are reactive (i.e.,
leading from the metastable phase to the stable phase) is performed,
allowing the determination of nucleation rates. About twenty years
ago, another method, the Forward Flux Sampling (FFS),17,18 was
proposed to analyze the fraction of successful trajectories leading
from one value of the order parameter to the next and the flux to
the initial lowest order value of the order parameter considered.
The nucleation rates obtained by these four methods (umbrella sam-
pling, metadynamics, transition path sampling, and forward flux
sampling) are, in principle, exact (or almost exact) for the considered
potential model.

More recently, some of us19 and independently Knott et al.20

introduced a new approximate technique to determine nucleation
rates known as Seeding. In this technique, a solid cluster is inserted
into a metastable fluid and the conditions under which this clus-
ter is critical (i.e., with 50% probability of evolving to either phase)
are determined. This followed the first ideas about using seeds for
nucleation studies introduced by Bai and Li.21,22 Once the size of
the critical cluster is determined then the expression of the Classi-
cal Nucleation Theory (CNT) is used to estimate the nucleation rate.
The main disadvantage of Seeding is that it is an approximate tech-
nique as the results depend on the choice of the order parameter.
However, its main advantage is its simplicity thus, allowing studying
really complex systems for which more rigorous methods are too
expensive from a computational point of view. It has been shown,
that with appropriate order parameters, Seeding correctly predicts
the nucleation rates of hard spheres, Lennard-Jones systems,23 elec-
trolytes,24 or even the nucleation of ice from both pure water and
aqueous electrolyte solutions.25,26 Recently, we have shown that
it can also predict the nucleation rate of hydrate formation for
methane hydrate.27

Hydrates are non-stoichiometric solids formed when a gas
(typically methane or carbon dioxide) is in contact with water
under moderate pressure (i.e., 30–1000 bar) and the system is
cooled. In the most common hydrate structure (sI), the unit cell

has cubic symmetry and contains 46 molecules of water and 8
molecules of guest (occupying two types of cavities, six large and
two somewhat smaller).28–30 Methane hydrates can be found nat-
urally on the seafloor near coasts and it is also formed in the
pipes transporting natural gas.31 It is also expected to be found
on some planets.32 Although methane hydrate is the most rele-
vant, the interest in hydrate containing carbon dioxide (CO2) is
growing. This is so because replacing methane by CO2 in the
hydrate would be a simple procedure to sequestrate CO2 from
the atmosphere and to mitigate its greenhouse effect that leads to
global warming.33,34

When the gas is in contact with water, the formation of the
hydrate starts at a certain temperature denoted as T3.28 This temper-
ature is indeed a triple point, where three phases, the solid hydrate,
the aqueous solution, and the gas, coexist at equilibrium. The value
of T3 depends on the pressure, and nucleation rates increase dra-
matically as one moves from T3 to lower temperatures at constant
pressure.

Several experimental studies deal with hydrate nucleation.35–42

Many computational studies on hydrate nucleation have also been
reported.17,20,30,43–66 Comparison between experimental and sim-
ulation studies is difficult due to the presence of heterogeneous
nucleation in experiments and the fact that in many simulation stud-
ies, one must use large supersaturations (i.e., solubilities of the gas
artificially higher than the experimental ones) to increase the driv-
ing force to facilitate the kinetics of the nucleation process. In their
pioneering molecular dynamics (MD) study, Walsh et al.47 used a
high concentration of methane in the aqueous solution in order to
observe nucleation events in a reasonable simulation time. In fact,
using a supersaturated solution of the guest molecule is a common
strategy in the studies of nucleation of hydrates. There are two ways
to prepare such a system. The first one is to use a homogeneous
solution of guest molecule in water,50,51 in which the concentra-
tion of solute is higher than the equilibrium solubility under the
same conditions. However, this is only possible at low temperatures,
where the nucleation of the hydrate is faster than the nucleation of
gas bubbles.67 The second option is to use a system in which there
is a curved interface between the solution and the gas phase47,56–58

(i.e., bubbles of gas in the solution). The presence of a curved inter-
face results in an increase in the solubility of the guest molecule in
water. These two methods allow obtaining spontaneous nucleation
events in BF simulations.47,50,51 In addition, Arjun et al.56–58 were
able to estimate the nucleation rate of hydrates at temperatures well
below T3 by combining transition path sampling with the use of gas
bubbles, which increases the solubility of the gas. In experiments,
however, the concentration of guest molecules in the solution is dic-
tated by the equilibrium solubility of the solute in water via a planar
interface. For that reason, in this work, we study the nucleation of
hydrate under experimental conditions, i.e., we use the concentra-
tion of guest molecule (CO2 in this work) equal to its equilibrium
solubility. To the best of our knowledge, there are only two simula-
tion studies where the nucleation rate was computed under “realistic
experimental conditions” (without supersaturation) for the forma-
tion of the methane hydrate. In the first one, Arjun and Bolhuis59

in a tour de force used TPS to determine the nucleation rate. In the
second one, we used the Seeding technique.27 Good agreement was
found between the estimates of the nucleation rate from these two
studies.
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In this work, we shall use the Seeding technique23 to deter-
mine by computer simulations the homogeneous nucleation rate of
the CO2 hydrate at the pressure of 400 bar and when the super-
cooling ΔT = T3 − T, (i.e., the difference between the dissociation
temperature T3 and the current temperature T) is equal to 35 K.
We shall determine the nucleation rate under experimental con-
ditions (i.e., without supersaturation). This study is a follow-up of
a previous study where we used the same technique to study the
nucleation rate of methane hydrate at the same pressure and degree
of supercooling.27 The comparison will be useful as it illustrates
the differences in the nucleation rate of hydrates of methane and
CO2 under the same thermodynamic conditions (i.e., equal pres-
sure and degree of supercooling). At first, one would expect that
the differences between both gases should not be too large as the
guest molecules are of similar size. However, the solubility of CO2
in water is an order of magnitude larger than that of methane (due
to its large quadrupole moment leading to more favorable water–gas
interactions). It will be shown that the nucleation rate of the CO2
hydrate is much higher for a certain fixed pressure and a certain
fixed supercooling compared to methane hydrate. The comparison
is especially useful as we are using the same water model that was
employed in our previous study of methane, namely, TIP4P/Ice.
Although the higher nucleation rate for the CO2 hydrate may be
due to its higher solubility,68 we think the main reason for this is the
lower value of the interfacial free energy between the hydrate and the
aqueous solution.

Finally, we shall analyze the impact of the gas–water interface
on the nucleation rate. Hydrates are always obtained in experiments
by considering a two-phase system (gas in contact with water). There
is the possibility that the presence of the interface facilitates the
nucleation of the solid phase. Thus, heterogeneous nucleation (due
to the presence of the gas–water interface rather than the pres-
ence of solid impurities in the liquid phase) may be responsible
for the nucleation found in experiments. To determine this point,
we performed simulations both in the presence and in the absence
of the interface with the same concentration of CO2 in the aque-
ous solution. We conclude that nucleation rates obtained in both
cases were the same, suggesting that the gas–water interface does
not enhance the nucleation rate, at least for the thermodynamic
conditions considered in this work.

The organization of this paper is as follows: in Sec. II, we
describe the methodology used in this work. The results obtained, as
well as their discussion, are described in Sec. III. Finally, conclusions
are presented in Sec. IV.

II. METHODOLOGY
A. Seeding: A brief description

From the description of the CNT,14,15,69,70 the formation of a
solid cluster of size N at given temperature T and pressure P into the
liquid phase requires a free energy of formation ΔG, given by

ΔG = −N ∣ΔμN∣ + γA , (1)

where ΔμN is the driving force for nucleation. In the case of a pure
substance, it is just the difference in chemical potentials of the solid
and fluid phases under the considered thermodynamic conditions.
In the case of hydrate formation, it is simply the difference between

the chemical potential of the solid phase and that of the hydrate
molecules in the liquid phase. γ is the solid–liquid interfacial free
energy, and A is the interfacial area. Since the first term is nega-
tive and grows with N and the second is positive and grows with
the area (i.e., N2/3), a maximum is reached for a certain value of N
(i.e., the size of the critical cluster Nc) leading to a free energy barrier
of ΔGc,

ΔGc =
1
2

Nc ∣ΔμN∣ . (2)

The size of the critical cluster can be obtained as

Nc =
32 π γ3

3 ρ2
s ∣ΔμN∣

3 , (3)

where ρs is the number density of the bulk solid phase at the con-
sidered P and T of the system (in CNT, one neglects changes in the
density of the solid in the critical cluster due to the Laplace pressure,
which is equivalent assuming that the solid phase is incompressible).
The free energy barrier can also be rewritten as

ΔGc =
16 π γ3

3 ρ2
s ∣ΔμN∣

2 . (4)

According to CNT, if a steady state is considered, i.e., the dis-
tribution of clusters of different sizes does not depend on time, the
nucleation rate per unit volume J at a given temperature T is the
product of the probability of a critical nucleus formation, which
depends on the free energy of formation ΔGc as P (Nc) ≈ e−ΔGc/kBT

and a kinetic factor J0,

J = J0 e−ΔGc/kBT
= ρ f Z f + e−ΔGc/kBT , (5)

where kB is the Boltzmann constant and the J0 = ρ f Z f + term con-
tains the kinetic growth information through the fluid number
density ρ f . Z is the Zeldovich factor, which is given by

Z =

√
∣ΔG′′c ∣
2πkBT

=

√
∣ΔμN∣

6 π kBTNc
. (6)

Here, ΔG′′c is the curvature of the free energy formation at the critical
size.

The attachment rate f+, which can be calculated via an effec-
tive diffusion constant that accounts for the number of particles
aggregated and separated in time from the critical cluster, is as
follows:

f + =
⟨ΔN2

c (t)⟩
2t

=
⟨[Nc(t) −Nc(t0)]

2
⟩

2t
. (7)

We have shown in a previous work27 that the corresponding
expression of CNT for the hydrate nucleation can be written as

J = ρCO2
L Z f +CO2 exp(

−NCO2
c ∣ΔμN∣

2 kB T
), (8)

where ρCO2
L is the number density of CO2 in the liquid phase, NCO2

c
is the number of molecules of CO2 in the critical cluster (notice that
the critical cluster contains both molecules of water and molecules
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of CO2) and f +CO2
is the attachment rate computed from Eq. (7) by

analyzing the diffusive behavior or the number of CO2 molecules in
the solid cluster when starting from configurations at the critical size.
The value of γ can be obtained from Eq. (3) by using ρCO2

S , which is
just the number density of molecules of CO2 in the hydrate.

In the Seeding technique, a solid cluster is inserted into the
metastable fluid at the thermodynamic conditions at which it is
critical (i.e., 50% of probability of either melting or growing is deter-
mined). Once the size of the critical cluster Nc (where Nc is the
number of CO2 molecules in the solid critical cluster) is known, one
determines the free energy barrier using Eq. (2). The value of ρCO2

L is
determined from the solubility of CO2 at the considered value of P
and T (or with a higher value in the case of supersaturated solutions,
as it will be shown later on). The only remaining ingredient is ΔμN,
which will be described in detail in Subsection II B.

B. Driving force for nucleation
ΔμN can be viewed, as first suggested by Kashchiev and Firooz-

abadi71 (also see our previous studies27,67,72), as a chemical reaction
that takes place at constant P and T. In fact, ΔμN is just the chemical
potential change of the following physical process:

CO2(aq, xCO2) + 5.75 H2O(aq, xCO2)→ [CO2(H2O)5.75]H. (9)

In Eq. (9), one molecule of CO2 in the aqueous solution reacts with
5.75 molecules of water (also in the aqueous solution phase) to form
a [CO2(H2O)5.75]H “hydrate molecule” in the solid phase. Since
we are assuming, as in our previous studies,27,67,72 that all cages of
the hydrates are filled, a unit cell of CO2 hydrate is formed by 46
water molecules and 8 CO2 molecules, i.e., one molecule of CO2
reacts with 46/8 = 5.75 water molecules. This is consistent with the
stoichiometric reaction given by Eq. (9).

Since all cages of the hydrate are occupied, the chemical poten-
tial of this compound (hydrate) can be obtained as the sum of
the chemical potential of CO2 in the solid plus 5.75 times the
chemical potential of water in the solid [see Eq. (8) of our pre-
vious paper72]. Note that the chemical potentials depend on T
and P (and on composition). However, all the results of this work
were obtained for a pressure of 400 bar. For this reason, we shall
omit the pressure dependence and will write the chemical poten-
tial of the hydrate simply as μH

H(T) (there is no dependence on
composition for the hydrate as its stoichiometry is fixed). Follow-
ing the work of Kashchiev and Firoozabadi71 and our previous
studies,27,67,72 the driving force for nucleation of the hydrate formed
from the aqueous solution with a concentration xCO2 at T can be
expressed as

ΔμN(T, xCO2) = μH
H(T) − μaq

CO2
(T, xCO2) − 5.75 μaq

H2O(T, xCO2),
(10)

where μaq
CO2
(T, xCO2) is the chemical potential of CO2 in the aqueous

solution, and μaq
H2O(T, xCO2) is the chemical potential of water in the

aqueous solution.
The nucleation rate of the CO2 hydrate has been determined by

using BF simulations for most of the cases. In BF runs, J is deter-
mined directly and it is not necessary to know the value of ΔμN.
However, for two thermodynamic states, it was necessary to use the
Seeding method, and therefore, it was necessary to obtain the value

of ΔμN to determine the nucleation rate. In this context, it is useful to
introduce the supersaturation at a given pressure P and temperature
T defined as

S =
xCO2

xeq
CO2

, (11)

where xCO2 is the CO2 molar fraction of a solution and xeq
CO2

is the
CO2 molar fraction under experimental conditions, i.e., the CO2
concentration in water when in equilibrium with pure CO2 via a
planar interface at the same P and T. In particular, we used the
Seeding method for T = 255 K when S = 1 and when S = 1.207. Note
that S = 1 is the setup used in the experimental work. We shall also
determine J from Seeding at 255 K for the case S = 1.207. This case
is interesting as for this particular state, it is possible to determine
J both from BF runs and from the Seeding method, and this state
serves as a cross-check of the Seeding method (in particular, of the
choice of the order parameter). The states for which we determined
J in this work are shown in Fig. 1, represented by diamonds and
triangles.

Since Seeding is used here only for two thermodynamic states
at 255 K and 400 bar, namely, S = 1 and S = 1.207, only the val-
ues of ΔμN for these two states are needed. In our previous work,72

the driving force for nucleation of the hydrate of CO2 has been
obtained using four independent methods along the solubility curve
obtained when a CO2-rich phase is in contact with an aqueous phase
at 400 bar and several temperatures below the dissociation tempera-
ture. Particularly, we have proposed a novel methodology to evaluate
the driving force for nucleation based on the calculation of par-
tial enthalpies of CO2 and water in the aqueous phase at different
values of CO2 composition and temperatures (we recommend read-
ing Sec. E.4 of our previous work72 for further details). This is a

FIG. 1. CO2 molar fraction, xCO2
, in an aqueous solution coexisting with the hydrate

(blue curve) and with a CO2 fluid reservoir (red curve), as functions of tempera-
ture, at 400 bar. The diamonds and triangles represent the six states at which
the nucleation rate of CO2 hydrate, J, is obtained in this work using BF simula-
tions (diamonds) and the Seeding technique (triangles). The red color symbols
are used to denote saturated conditions (S = 1), and the black color symbols
denote the supersaturated conditions (S > 1). Note that at 255 K and S = 1.207
(xCO2

= 0.0969), we have estimated J from BF (black diamond) and Seeding
simulations (black triangle). The crossing point between both curves (maroon
circle) corresponds to the temperature T3 at which hydrate, solution, and CO2
coexist.67,87 The green square represents the hydrate–solution coexistence point
at 255 K.
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rigorous methodology obtained only from thermodynamic argu-
ments for calculating the driving force for the nucleation of the CO2
hydrate at any P, T, and xCO2 . According to this, it is possible to
directly determine the value of the driving force for nucleation at
255 K and 400 bar at the equilibrium solubility composition (i.e.,
S = 1 or xCO2 = xeq

CO2
= 0.0803) when a CO2-rich phase is in contact

with an aqueous phase via a planar interface, with it being −2.26 (in
kBT units) at S = 1 and −2.73 (in kBT units) for S = 1.207. See the
work of Algaba et al.72 for further details and more specifically route
4 for calculating the driving force [Eq. (26) in that paper] and Fig. 14
(also there) from which these values are extrapolated.

C. Simulation details
All molecular dynamics (MD) simulations are performed using

the GROMACS package.73,74 We use the Verlet leapfrog algorithm75

with a time step of 2 fs. The temperature is kept constant using the
Nosé–Hoover thermostat with a relaxation time of 2 ps.76,77 The
pressure is also kept constant by using the Parrinello–Rahman baro-
stat78 with the same relaxation time. We use two different versions of
the NPT or isothermal–isobaric ensemble. For BF simulations and
Seeding simulations under supersaturated conditions, we use the
isotropic NPT ensemble, i.e., the three sides of the simulation box are
changed proportionally to keep the pressure constant. For Seeding
simulations under experimental conditions, i.e., under coexistence
conditions at which the aqueous solution of CO2 and the CO2-rich
liquid phase coexist, we use the anisotropic NPzA T ensemble since
a planar liquid–liquid interface exists and only fluctuations of the
volume are performed by varying the length of the simulation box
along the z-axis direction, perpendicular to the planar interface. We
use a cutoff distance of 1 nm for dispersive and Coulombic interac-
tions. For electrostatic interactions, we use the particle mesh Ewald
(PME) method.79 We do not use long-range corrections for dis-
persive interactions. Water and CO2 molecules are described using
the TIP4P/Ice80 and TraPPE81 models, respectively. TIP4P/Ice cor-
rectly predicts the melting point of ice Ih and that guarantees good
predictions for the phase equilibria of hydrates.82 The water–CO2
unlike dispersive interactions are taken into account via the mod-
ified Berthelot rule proposed by Míguez et al.83 and also used in
our previous work.72 This strategy allows us to accurately predict
the three-phase CO2 hydrate–water–CO2 coexistence or dissoci-
ation line of the CO2 hydrate. Particularly, with this choice, the
dissociation temperature or T3, at 400 bar, is in excellent agree-
ment with the experimental data taken from the literature (see
Fig. 10 and Table II of the work of Míguez et al.83 for further
details). It is also important to mention that the same molecular
parameters can accurately predict the CO2 hydrate–water interfacial
free energy.84–86

The dissociation temperature or T3 of the CO2 hydrate at
400 bar is 290 K72 (close to the experimental value at this pres-
sure, which is 286 K). In this work, all simulations are carried out
at 245, 250, and 255 K (supercoolings of 45, 40, and 35 K, respec-
tively). Following our previous work,27 we perform three different
kinds of simulations to determine the nucleation rate of the CO2
hydrate at 255 K: (1) BF simulations under supersaturation condi-
tions; (2) Seeding simulations under supersaturation conditions; and
(3) Seeding simulations under experimental saturated conditions. In
the first set of simulations, we estimate the nucleation rate of the

hydrate under two different saturated conditions using its definition
and the mean first-passage time approach (MFPT). In the second
set, we also determine the nucleation rate under one of the super-
saturation conditions following the Seeding approach. This allows
us to check if the local bond order parameters used to character-
ize the size of the critical cluster of the hydrate are appropriate.
Finally, in the third set of simulations and once we have got the
best selection of the order parameters, we estimate the nucleation
rate of the CO2 hydrate under experimental conditions, i.e., under
the equilibrium (saturated) conditions of CO2 in water in contact
with a CO2-rich liquid phase via a planar interface using the Seeding
technique.

We perform BF simulations in the isotropic NPT ensemble
at 255 K, placing 4942 water molecules and 530 and 560 CO2
molecules, respectively (i.e., xCO2 = 0.0969 and xCO2 = 0.1018) in a
cubic simulation box, as shown in Fig. 2(a). As the concentration of
CO2 in water under coexistence conditions is xeq

CO2
= 0.0803,72 the

systems considered correspond to S = 1.207 and S = 1.268, respec-
tively. In all cases, the system is equilibrated during 5–10 ns and run
during up to 3 μs. This simulation time allows us to observe the for-
mation of solid clusters of the CO2 hydrate. We show in Fig. 1 some
of the states for which we determined the nucleation rate at 255 K.
The states simulated using BF simulations at this temperature are
represented by the black triangles. In our previous studies, we have
determined the dissociation temperature T3 of the CO2 and CH4
hydrates using the so-called solubility method and calculating the
crossing point (maroon circle) between the solubility curves of CO2
in the aqueous solution when it is in contact with the CO2 liquid
phase and the hydrate, as shown in Fig. 1. This methodology has
also been used in a previous work by Tanaka and co-workers (see
Fig. 9 of their work).87

We also perform Seeding simulations at one of the two super-
saturated concentrations, S = 1.207. According to the Seeding tech-
nique, a spherical cluster of the CO2 hydrate is inserted into a
supersaturated aqueous phase of CO2 in water, as shown in Fig. 2(b).
To do this, we first consider two bulk phases, one of CO2 hydrate
and another of an aqueous solution of CO2 with the appropriate
supersaturation (S = 1.207), at 255 K and 400 bar. The aqueous
solution of CO2 is identical to that used in the BF simulations
(4942 water molecules and 530 CO2 molecules). The hydrate sim-
ulation box is formed from 2944 molecules of water and 512 CO2
molecules. This corresponds to a 4 × 4 × 4 unit cell of sI hydrate
structure with full occupancy. The space group of the unit cell is
Pm3n. The proton disorder was obtained using the algorithm of
Buch et al.88 Both simulation boxes are equilibrated in the NPT
ensemble separately. The hydrate system is equilibrated during
50 ns. After this time, a spherical cluster of radius ranging from
1 to 1.4 nm is cut and immersed into the saturated aqueous solu-
tion of CO2 in water. This is practically done by removing water
and CO2 molecules and creating a spherical empty space with the
same radius of seed of the spherical hydrate cluster. Overlaps in
the interface are avoided by slightly moving or rotating nearby
molecules. We recommend our previous work to the reader for
further details.67

In addition, we run Seeding simulations under coexistence
conditions, i.e., the hydrate cluster is inserted into a solution in
equilibrium with a CO2-rich liquid phase via a planar interface at
255 K and 400 bar. This corresponds to a molar fraction of CO2
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FIG. 2. Starting configurations for runs performed in this work to estimate nucle-
ation rates at 400 bar and different temperatures and concentrations. Water and
CO2 molecules are represented by the blue and yellow sticks, respectively. The
black molecules depict the spherical seed of the CO2 hydrate introduced into
the system to induce crystallization. (a) One-phase system of a supersaturated
aqueous solution of CO2 (5.57 × 5.57 × 5.57 nm3). (b) Two-phase system with a
solid cluster of the CO2 hydrate (seed) inserted in the aqueous solution of CO2 at
saturation S > 1 (5.58 × 5.58 × 5.58 nm3). (c) Three-phase system with a CO2
liquid phase in contact with an aqueous solution of CO2 via a planar interface
and a spherical cluster of CO2 hydrate inserted in the aqueous solution of CO2
(7.40 × 7.40 × 12.41 nm3). In this case, the concentration of CO2 in water is
that of equilibrium (S = 1). The size of the simulation boxes is given in terms of
average values since it fluctuates in NPT simulations. In case of panel (c), simu-
lations are performed in the NPzA T ensemble so that Lx and Ly are fixed and Lz

fluctuates around the average value.

in water xCO2 = xeq
CO2
= 0.0803. This state corresponds to the red

triangle represented in Fig. 1 at 255 K.
To keep this concentration constant, the hydrate seed is

inserted into the aqueous solution in contact with a CO2-rich liq-
uid phase, as shown in Fig. 2(c). In this case, since there is a planar
interface in the simulation box, we perform the simulations in the
NPzA T anisotropic ensemble. The aqueous solution–CO2 system is
formed from 12 000 water molecules and 4952 CO2 molecules; these
are the total number of molecules of the whole system, the aqueous
solution of CO2 and the CO2 liquid reservoir. Once the system is
properly equilibrated, the spherical hydrate is inserted at the center
of the aqueous phase in the same way as in the Seeding simulations
under supersaturated conditions.

Finally, we also perform additional BF simulations at 245 and
250 K (at 400 bar in both cases). In both cases, however, sim-
ulations are performed at S = 1.0. i.e., at the corresponding CO2

saturation concentration. These two states correspond to the red dia-
monds represented in Fig. 1 at 245 and 250 K. We use two types
of simulation setups for this study: a homogeneous CO2-saturated
bulk solution and a saturated solution in contact via a planar inter-
face with a fluid CO2 reservoir. In the first case, we use isotropic
NPT runs. In the second one, we use NPzA T runs. The reason
to determine J in these two different setups is that we want to
investigate if the presence of an interface between CO2 and water
enhances/hinders or has no effect on the nucleation rate. At 245 K,
we use 2400 and 240 water and CO2 molecules in the homogeneous
system (cubic simulation box with a volume of 82.5 nm3), respec-
tively, and 2400 and 1148 water and CO2 molecules, respectively,
in the inhomogeneous system (volume of the simulation box equal
to 4141.9 nm3). This corresponds in both cases to a molar fraction
of CO2 in water xCO2 = xeq

CO2
= 0.09. At 250 K, we use 6524 and 606

water and CO2 molecules, respectively, in the homogeneous system
and 7200 and 3444 water and CO2 molecules, respectively, in the
inhomogeneous system. As in the previous case, in the homogenous
system, we use a cubic simulation box with a volume of 222.5 nm3.
In the inhomogeneous system, the volume of the simulation box
is 420.1 nm3. In this case, the molar fraction of CO2 in water
xCO2 = xeq

CO2
= 0.085.

It is important to recall here that the size of our system, as
well as the number of molecules forming the systems in which BF
and Seeding simulations are performed at 255 K (at different super-
saturations), have been appropriately selected. Note that we have
used the same size for the simulation box and number of water
molecules as in our previous work for CH4 hydrates.67 The num-
ber of CO2 molecules is different since the molar fraction in the
aqueous solution is different. In BF simulations, when the hydrate
cluster size is greater than a threshold (nh = 125 in this work as is
shown in Sec. III B), the number of CO2 molecules in the cluster is
125/5.75 ≈ 22, assuming full occupancy of the hydrate, i.e.,
46/8 = 5.75 water molecules per CO2 molecule. This means that
the molar fraction in the aqueous solution surrounding the hydrate
cluster is 0.0954 and 0.1007 for S = 1.207 and 1.268, respectively.
Comparing these values with those at the beginning of the simu-
lations, 0.0969 and 0.1018, the variation in xCO2 when a hydrate
cluster grows irreversibly is less than 1.6%. Consequently, we think
the concentration of CO2 in aqueous solution does not substantially
decrease as the hydrate size grows.

In addition, Weijs et al.89 have reported the existence of a dif-
fusive shielding effect in simulations involving nanobubble clusters
that help stabilize them. We believe that there is no diffusive shield-
ing effect in our simulations. The simulation boxes and system sizes
used in this work are similar to those employed in our previous
work on CH4 hydrates,67 where we did not detect such an effect. For
instance, in BF simulations with S = 1.207 performed in this work,
the radius of the largest cluster formed from more than 125 water
molecules (threshold value mentioned in the previous paragraph) is
lower than r = 1.04 nm. According to this, the minimum distance
between any two molecules from the cluster and its periodic image
is higher than 3.5 nm, which corresponds to 3.5 × rc with rc being
the cutoff distance. This confirms that there are no interactions
between a cluster and its periodic images. Furthermore, it is worth
noting that, within statistical error, one single hydrate cluster is
detected in our simulations using the q3 − q12 combination of order
parameters.
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III. RESULTS
A. Order parameter

In general, the size of the largest solid cluster is an ade-
quate order parameter in nucleation studies. To identify the size of
the largest solid cluster, it is necessary to identify solid and fluid
molecules first. A good order parameter should label most of the
molecules as fluid when they are in the bulk fluid phase or as
solid when they are in the bulk solid phase. The mislabeling (i.e.,
molecules labeled as solid in the bulk fluid and as liquid in the bulk
solid) should be as small as possible and equal in both phases.23

To identify water solid particles, we use the averaged order para-
meters proposed by Lechner and Dellago.90 In previous studies,
we have shown that q12 does a very good job in identifying water
molecules in the solid CH4 hydrate27 but also in other hydrates.91

Here, we shall use a combination of q3 and q12 since it provides
even better results. Oxygen atoms (and not hydrogen ones) were
used when computing the order parameter. To obtain either q3 or
q12 of each water molecule, we considered all the water molecules
at a distance of 5.5 Å or less from the molecule of interest (this dis-
tance corresponds to the second minimum of the radial distribution
function).

We carried out simulations in bulk phases: CO2 hydrate and
aqueous solution of CO2 at 255 K and 400 bar. The q3 and q12
values obtained after 50 ns of production are plotted in Fig. 3. As
can be seen, this pair of parameters allows clearly differentiating
between the cloud of water molecules in the hydrate phase and that
of water in the dissolution. From the values plotted in Fig. 3, we
determine a threshold function that is a linear combination of q3 and
q12 parameters being qc = −0.6718 q3 + 0.1484, with the best separa-
tion causing a mislabeling of just 0.018%. Thus, this order parameter
is exceptionally good at identifying solid and fluid particles. Finally,
to determine the number of water molecules in a solid cluster, we
consider two molecules connected if they are labeled as solid and
their separation is less than 3.5 Å. The number of CO2 is inferred by
the hydrate stoichiometry 1 CO2: 5.75 H2O.

FIG. 3. Averaged local bond order parameters q3 and q12 of water molecules
for bulk systems at 255 K and 400 bar. The black pluses correspond to water
molecules in the aqueous solution of the CO2 phase at equilibrium concentration
xeq

CO2
; the red crosses represent water molecules in the hydrate phase; and the

threshold with minimum mislabeling23 between the two phases is indicated by the
blue line qc = −0.6718 q3 + 0.1484.

It is simple to locate the transition to the solid phase using BF
simulations if one has an order parameter that distinguishes reason-
ably well fluid and solid particles. Estimated nucleation rates do not
depend on the choice of the order parameter. However, in the case
of Seeding, things are different. The estimate of J will depend on
the choice of the order parameter. Ideally, one should use an order
parameter that allows correctly estimating the radius at the surface
of tension of the solid cluster (see previous work for a deeper discus-
sion of this point). In our previous work,27 we have demonstrated
that the q12 local bond order parameters of Lechner and Dellago90

is a good choice to get accurate estimates for the nucleation rates
of the methane hydrate. Some of us have recently shown that the
same is true when the q3 − q12 combination is used for the methane
hydrate, as well as for other hydrates, including nitrogen, hydrogen,
and tetrahydrofuran hydrates.91 It is necessary to show now that the
q3 − q12 combination is also providing good estimates of J for the
CO2 hydrate within the Seeding formalism. The way to test that is to
compare values obtained of J from BF simulations to those obtained
from Seeding.

B. Nucleation rate by BF simulations at 255 K
and supersaturations S = 1.207 and S = 1.268

At 255 K and 400 bar, when S = 1 we were unable to nucle-
ate hydrates in the two phases system (CO2 and water) within our
computational resources (several thousand molecules and up to
10 μs simulations). For this reason, we decided to consider two
supersaturated solutions at 255 K and 400 bar, one with S = 1.207,
which corresponds to a molar fraction of xCO2 = 0.0969, and another
with S = 1.268, which corresponds to xCO2 = 0.1016. Note that
although both molar fractions are close to the equilibrium con-
centration of CO2 in water under coexistence conditions, xeq

CO2
=

0.0803,72 the time required to observe nucleation in BF simula-
tions is very different (see in the following). The typical volume
of the simulation box was 172.4 nm3

(S = 1.207) and 173.4 nm3

(S = 1.268) (containing 4942 molecules of water and 530 or 560
molecules of CO2, respectively). Runs were done in the isotropic
NPT ensemble.

Figure 4 shows the number of water molecules in the largest
solid cluster of the CO2 hydrate, nh, as a function of time for sys-
tems with supersaturations S = 1.207 and 1.268. In the first case
(S = 1.207), shown in panel (a), we have considered 15 indepen-
dent trajectories, and in the second case (S = 1.268) shown in panel
(b), we have simulated 20 trajectories. For each run, we determine
the nucleation time as the one required to cross the horizontal line
defined by nh > 125 as this corresponds to a post-critical cluster that
never returns to the fluid phase and grows irreversibly. For S = 1.268,
the twenty trajectories are successful in nucleating the solid phase in
less than 1 μs. For S = 1.207, 12 of 15 were successful after runs of
up to 3 μs. Let us now compute the nucleation rate. For the case
S = 1.268, the nucleation rate can be estimated simply as

JBF =
1

τV
, (12)

where τ is the average time required for the system to nucleate. For
S = 1.268, it is easy to determine this time obtaining a value of about
2 × 1031

/(m3 s). For S = 1.207, not all trajectories are successful in
nucleating the solid. In this case, τ could be computed from the time
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FIG. 4. Number of water molecules in the largest cluster of the CO2 hydrate, nh,
as a function of time, with supersaturation S = 1.207 (a) and 1.268 (b). The clus-
ter size is obtained using the q3 − q12 linear combination of order parameters.
Each curve represents an independent BF NPT simulation at 255 K, 400 bar,
and the corresponding saturation. The dashed horizontal line in each panel repre-
sents a post-critical cluster that always grows irreversibly and that can be used to
determine the nucleation time of each individual run.

required to nucleate n trajectories out of n0 by using the following
expression:

τ =
τ(n0−n)/n0

ln ( n0
n0−n)

. (13)

Since we have performed 15 different trajectories, n = 12 and
n0 = 15, and consequently τ3/15 = 2240 ns. Using this result, the
volume of the simulation box, V = 172.4 nm3, and combining
Eqs. (12) and (13), the nucleation rate of the CO2 hydrate in the
supersaturated solution with S = 1.207 is JBF = 4.2 × 1030

/(m3 s).
Alternatively, one could follow the work of Walsh et al.49 and

estimate τ as the total simulated time (including the full length of
the run for non-successful trajectories and the time for nucleation in
the successful ones and dividing by the number of successful runs,
which is 12 in this case). The final value using this route is JBF = 3.4
× 1030

/(m3 s), which is in excellent agreement with the value
obtained using the τ3/15 value.

A different route to determine J is performing a MFPT anal-
ysis. In MFPT analysis, τ(N) is the average elapsed time until the
largest cluster of the system reaches or exceeds a threshold size N for

the first time. Under reasonably high barriers, τ(N) is given by the
following expression:92,93

τ(N) =
τJ

2
{1 + erf[Z

√
π(N −Nc)]}, (14)

where erf(x) is the error function, Z is the Zeldovich factor, Nc is
the critical nucleus size, and τJ = 1/J is the inverse of the steady-
state nucleation rate J. This expression works well when the growth’s
time scale is small compared to the time scale for nucleation. Alter-
natively, when they are comparable, one could fit the results into the
following expression:

τmod(N) = τ(N) +
1

2G
(N −Nc){1 + erf[C(N −Nc)]}, (15)

where G is the growth rate and C is a positive constant and τ(N) is
given by Eq. (14). In Fig. 5, a MFPT analysis is performed and the
results are fitted to both Eqs. (14) (red lines) and (15) (blue lines).
The value of J is obtained from the MFPT analysis as

JMFPT =
1

τjV
. (16)

The results for the nucleation rate obtained from the MFPT anal-
ysis are shown in Table I. Note that the results of Fig. 5 show

FIG. 5. MFPT, τ, as a function of the largest cluster size, nh, obtained for the
solution of CO2 in water at 255 K and 400 bar with supersaturation S = 1.207 (a)
and 1.268 (b). Note that nh is given in terms of the number of water molecules in
the hydrate phase. The black circles correspond to the average time at which the
cluster of water molecules in the hydrate phase reaches for the first time a certain
size in the range from 0 to 400 molecules according to the BF simulations plotted
in Fig. 4. Continuous curves are fitted using Eqs. (14) (red curve) and (15) (blue
curve).
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TABLE I. Nucleation rate of CO2 hydrate in water, J, at 255 K, 400 bar, and
supersaturation S = 1.207 and S = 1.268 using the MFPT method.

S 1.207 1.268

Equation
(14)

Equation
(15)

Equation
(14)

Equation
(15)

τj (ns) 1305.6 1232.4 275.5 197
Z 0.014 0.015 0.007 0.013
NH2O

c 72.2 69.8 86.7 61.7
G (ns−1

) ⋅ ⋅ ⋅ 2.64 ⋅ ⋅ ⋅ 3.03
C ⋅ ⋅ ⋅ 0.19 ⋅ ⋅ ⋅ 179.7
V (nm3

) 172.4 172.4 173.4 173.4
J (m−3 s−1

) 4.4 × 1030 4.7 × 1030 2.1 × 1031 2.9 × 1031

that for the two supersaturations studied (S = 1.207 and 1.268), the
solid is formed by the nucleation of just one critical cluster (after
an induction time), followed by growth. However, for much higher
supersaturations, one would expect the appearance of multiple small
critical clusters so that the solid could grow via the growth of these
individual clusters93 and by the Ostwald ripening mechanism.89,94

The summary is that BF simulations lead to values of J of about
4 × 1030 and 2 × 1031

/(m3 s) for S = 1.207 and S = 1.268, respec-
tively. For methane hydrate, one obtained similar values of J for
S = 4.72 and 5.67, respectively. Thus, nucleation of CO2 hydrate is
easier since it appears at lower supersaturations. What provokes this
enhancement of homogeneous nucleation in the CO2 hydrate? Cer-
tainly CO2 is about one order of magnitude more soluble than CH4
at the same pressure and supercooling (i.e., xCO2 = 0.0803 for CO2 vs
xCH4 = 0.0089 for methane). However, CH4 seems more efficient. In
fact, it is able to reach values of J of the order of 1030 with a concen-
tration of xCH4 = 0.042, whereas for CO2, one needs a concentration
of xCO2 = 0.097 to obtain the same nucleation rate (a similar conclu-
sion was obtained in a previous work by some of us on the growth
rate of the hydrate95). Later in this paper, we will try to identify the
key ingredient that makes the homogeneous nucleation of the CO2
hydrate much easier.

The values of J for S = 1.207 of this section will allow deter-
mining if the choice of order parameters to distinguish between
hydrate-like and liquid-like water molecules can be used with con-
fidence to correctly determine nucleation rates when using the
Seeding technique. Note that J values using this technique are quite
sensitive to the choice of the order parameter in contrast with
BF runs, which do not depend much on the choice of the order
parameter.

C. Nucleation rate from Seeding simulations
at T = 255 K and supersaturation S = 1.207

The Seeding method was implemented as follows: after equili-
brating a one-phase system using isotropic NPT simulations at 255 K
and 400 bar with S = 1.207, we inserted spherical hydrate seeds of
different sizes as it is schematized in Fig. 2(b). After insertion, we
removed particles that overlap with the solid cluster and allowed
for a short run where the seed molecules were frozen. After that,
several NPT runs (with all molecules free to move) with different
initial random velocities were performed. When the seed was small,

FIG. 6. Number of water molecules in the largest cluster of the CO2 hydrate, nh,
as a function of time, for a supersaturated solution of CO2 in water (S = 1.207)
at 255 K and 400 bar. The starting configuration contains a seed of hydrate of
radius r = 0.79 nm, which is critical under these conditions. The average size of
the cluster, NH2O

c = 55, is obtained using the q3 − q12 linear combination shown in
Fig. 3.

the solid cluster quickly melted. When the seed was large, the solid
cluster grew. Just at the critical size, there is a 50% probability that
the hydrate grows or melts. We considered nine different cluster
sizes: r = 0.51, 0.61, 0.68, 0.74, 0.79, 0.85, 0.87, 0.91, and 0.95 nm,
each of them formed from 15, 25, 35, 45, 55, 65, 75, 85, and 95
water molecules in average, respectively. For each cluster size, we
have performed ten different simulations. We have observed that
for spherical hydrate seeds with a radius lower than 0.74 nm, only
2 or 3 trajectories grow (2 of 10 for the two lowest radii and 3 of 10
for r = 0.68 nm). On the contrary, for spherical hydrate seeds with a
radius equal or greater than 0.86 nm, most of the trajectories grow
(6 of 10 for r = 0.85 nm and 9 of 10 for r ≥ 0.87 nm). According
to this, the spherical hydrate seed that can be considered critical is
that with r = 0.79 nm, formed from 55 water molecules. As can be
seen in Fig. 6, when a spherical hydrate seed of radius r = 0.79 nm
is inserted into the supersaturated solution S = 1.207, at 255 K and
400 bar, the system behaves as critical, showing five trajectories for
which the inserted seed grows and 5 in which rapidly melts. The ini-
tial size of the seed is calculated by averaging the largest cluster size
during the equilibration period of 2 ns in all runs using the selected
parameters.

Once we know the critical cluster size, the attachment rate f +CO2

can be calculated by averaging the squared difference between the
initial cluster size and the cluster size in time. This term behaves
linearly and f +CO2

is defined as half of the slope of the linear fit
according to Eq. (7). Applying this formula to all Seeding runs, we
obtain the behavior plotted in Fig. 7 and f +CO2

= 1.68 × 109
/(s). In

addition, from our previous work, the driving force under these
thermodynamic conditions is ΔμN = −2.73kBT. In this way, the
Zeldovich factor, Eq. (6) is Z = 0.123 and using Eq. (8), we have
estimated the nucleation rate J = 1.4 × 1030

/(m3 s) for a supersat-
urated solution S = 1.207 at 255 K and 400 bar via the Seeding
approach. As can be noticed, this result is in complete agreement
with the findings using BF simulations. According to this, the lin-
ear combination of q3 and q12 can be safely used to describe the
correct cluster size. The results of this section are summarized
in Table II.
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FIG. 7. ⟨[Nc(t) − Nc(t0)]2⟩ factor, given in terms of CO2 molecules, averaged
over ten independent simulations of a supersaturated solution of CO2 in water
(S = 1.207) with the critical seed of hydrate at 255 K and 400 bar plotted in Fig. 6.
The black circles represent values obtained from simulations, and the blue line
represents the linear fit of the simulation results.

TABLE II. Nucleation rate of CO2 hydrate in water, J, at 255 K, 400 bar, and
supersaturations S = 1 and 1.207 using the Seeding methodology.

S 1.0 1.207

NH2O
c 115 55

NCO2
c 20 9.6

Z 0.077 0.123
ΔGc (kBT) 22.6 13.06
f+CO2

(s−1) 6.54 × 108 1.68 × 109

J (m−3 s−1
) 2 × 1025 1.36 × 1030

γ (mJ/m2
) 18.66 17.63

D. Seeding simulations of BF clusters at T = 255 K
and supersaturation S = 1.207

The formation of hydrates from solutions with appropriate
composition of the guest component using BF simulations exhibits
multiple pathways, including amorphous agglomeration of cages,
partially ordered hydrates, and mixtures of different crystal struc-
tures among others, as clearly explained by Guo, Zhang, and
collaborators.96,97 The nuclei formed during BF simulations may
not exhibit the thermodynamically stable sI crystallographic struc-
ture, although as Zhang et al.97 have shown, it is possible to get a
spontaneously formed cluster with a high degree of sI crystallinity.
Jacobson and Molinero have also analyzed the role of amorphous
intermediates in the formation of clathrate hydrates.98

In Sec. III B, we have obtained estimations of the CO2
hydrate nucleation rate at 255 K and 400 bar, with supersaturation
S = 1.207, from BF simulations. The value reported there is JBF
∼ 1030 m−3 s−1. We have also used the Seeding technique to estimate
the nucleation rate of the hydrate under the same thermodynamic
conditions and supersaturation (Sec. III C). The value obtained
is of the same order of magnitude, J ∼ 1030 m−3 s−1. It is possi-
ble to analyze the clusters used in BF and Seeding simulations to
obtain additional information from these two embryos. Particu-
larly, one could use a nucleus generated from BF simulations as a

seed in Seeding simulations, i.e., to insert a nucleus formed dur-
ing BF simulations. This allows us to check if two hydrate clusters
formed from the same number of molecules, one obtained from BF
simulations and a perfect (sI) and a spherical one usually used in
Seeding simulations, are critical. Following this approach, we have
randomly selected a trajectory of our BF simulations with S = 1.207
(one of those shown in Fig. 4) and picked up a solid hydrate cluster
formed from 55 water molecules from the corresponding trajec-
tory. Figure 8 shows a snapshot of this cluster that has the same
number of water molecules as the critical one used in the Seeding

FIG. 8. Snapshot of cages of the CO2 hydrate taken from a BF simulation, with
S = 1.207, at 255 K and 400 bar, forming a cluster with 55 water molecules. This
cluster has been extracted from one of the BF trajectories shown in Fig. 4(a). Water
molecules are represented using red sticks for the oxygen atoms and white ticks
for the hydrogen atoms. The red dashed lines represent hydrogen bonds between
the molecules of water in the cluster, and CO2 molecules are represented using
blue sticks for the carbon atoms and red yellow for the oxygen atoms.

FIG. 9. Number of water molecules in the largest cluster of the CO2 hydrate, nh,
as a function of time, for a supersaturated solution of CO2 in water (S = 1.207)
at 255 K and 400 bar. The starting configuration contains a seed of hydrate from
BF simulations under the same thermodynamics conditions. The starting size of
the cluster, NH2O

c = 55, is obtained using the q3 − q12 linear combination shown in
Fig. 3.
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simulations (see Table II). We insert the cluster obtained from BF
simulations in the aqueous solution as it was done in Sec. III C and
run ten different independent trajectories. If the BF cluster is criti-
cal, the system should show five trajectories for which the inserted
seed grows and 5 in which it rapidly melts. Figure 9 shows the
number of water molecules of this CO2 hydrate cluster, nh, as a
function of time, in the supersaturated solution of CO2 in water
(S = 1.207) at 255 K and 400 bar. As can be seen, our results indi-
cate that the cluster obtained from BF simulations, with the same
size as a cluster that is critical according to Seeding simulations,
is also critical (at the studied conditions). It should be noted that
Guo and Zhang99 found smaller sizes of the critical cluster when
amorphous clusters were considered when compared to crystalline
ones. This is an interesting observation that deserves to be ana-
lyzed in more detail in the future. However, at least for the case
considered here (S = 1.207), we found that the size of a crystalline
critical cluster and a critical cluster obtained from BF simulations is
rather similar.

E. Nucleation rate by Seeding simulations
at T = 255 K and S = 1

We were not able to nucleate the hydrate in BF runs at 255 K
and 400 bar when having the two-phase system with CO2 and water
at equilibrium (i.e., S = 1). Thus, we shall use the Seeding method
to estimate the nucleation rate after having validated the technique
with the results of Subsection III D. The Seeding method was imple-
mented as follows: we first constructed the starting configuration, as
shown in Fig. 2(c), by equilibrating in the isotropic NPT ensemble a
cubic simulation box formed from 12 000 water molecules and 1048
CO2, i.e., xCO2 = 0.0803 (S = 1). Once the temperature, pressure,
and average volume achieved a constant value, we add a reservoir
of liquid CO2 at both sides of the previous dissolution, forming
two planar interfaces with 4952 CO2 molecules in total, including
the reservoir and solution. The z-axis direction is perpendicular to
the CO2––water interface. Again, this two-phase system is equili-
brated in an NPzA T ensemble keeping constant the cross-section
area, A , with the value being the average area found in the equili-
bration part before putting the reservoir. We now inserted spherical
seeds of CO2 hydrate with radius ranging between 1.0 and 1.5 nm
in the middle of the aqueous phase, removed overlapping particles
in the solution, and equilibrated for one or 2 ns. We then performed
NPzA T runs. The length of these runs was about 200 ns. The size
of the system (although it fluctuates in the z direction) is about
7.4 × 7.4 × 12.4 nm3.

The size of the largest cluster, as a function of time, is plotted in
Fig. 10 for an initial seed of radius r = 1.01 nm. As can be seen, when
the size of the largest cluster is about 115(5) water molecules, the
cluster becomes critical and thus the seed melts in half of the trajec-
tories and grows in the other half. Notice that this number of water
molecules in the hydrate phase corresponds to 19(1) CO2 molecules
also in this phase. The attachment rate can be calculated through the
linear fit of ⟨[NCO2

c (t) −NCO2
c (t0)]

2
⟩, as a function of time, under

this condition as is shown in Fig. 11. In this case, we estimate
f +CO2

= 6.54 × 108 s−1. Using Eq. (2), we find that the free energy
barrier of nucleation for the system of CO2 in water at 255 K,
400 bar, and concentration S = 1 is ΔGc = 22(2)kBT, which is about
five times less than that in the case of CH4 in water at the same

FIG. 10. Number of water molecules in the largest cluster of the CO2 hydrate,
nh, as a function of time, for the saturated solution of CO2 in water (S = 1) at
255 K and 400 bar. The starting configuration contains a seed of hydrate of radius
r = 1.01 nm, which is critical under these conditions. The average size of the clus-
ter, NH2O

c = 115, is obtained using the q3 − q12 linear combination of the local bond
order parameters.

supercooling (ΔGc = 95kBT, as we found in our previous work27).
The Zeldovich factor is thus Z = 0.077, and the nucleation rate
estimated using the linear combination of the q3 and q12 order
parameters and Eq. (8) is J = 2(5) × 1025 m−3 s−1. All the results
required to estimate the nucleation rate from Seeding are shown
in Table II. Our estimate of J at 255 K and 400 bar, for S = 1 (i.e.,
under experimental conditions), namely, J = 2(5) × 1025 m−3 s−1

is consistent with the value reported at 260 K and 500 bar by
Arjun and Bolhuis,58 J = 1 × 1026 m−3 s−1. However, it should be
noticed that (1) the force field used here is similar but not identi-
cal to that used by Arjun and Bolhuis (here, we include deviations
from the Lorentz–Berthelot energetic combining rule for the inter-
action between the carbon atom of CO2 and the oxygen of water
in contrast to Arjun and Bolhuis); (2) the thermodynamic con-
ditions are slightly different; and (3) Arjun and Bolhuis used a
bubble of CO2 as a reservoir and, therefore, the solubility of the
gas was higher than that of the planar interface implemented in
this work. In any case, even taking these differences into account,
it seems that the results of this work are consistent with those of
Arjun and Bolhuis.58

The homogeneous nucleation rate under experimental condi-
tions for 400 bar and 35 K of supercooling is huge. In fact, it is about
30 orders of magnitude larger than that found for methane under the
same conditions (it was found of the order of 10−7 m−3 s−1). Note
that the comparison is performed at the same pressure (400 bar)
and supercooling (ΔT = 35 K). Therefore, homogeneous nucleation
is significantly more important in CO2 than in CH4 and will be
present in experiments at much higher temperatures. This leads
to a very interesting question: what is the factor provoking such a
huge difference of J value? In this context, it is relevant to men-
tion the work of Zhang et al.68 These authors proposed a novel
explanation for the dependence of the self-diffusion coefficient of
guest molecules on guest concentration. They suggested that the
higher mobility of CO2 in water, compared to CH4, necessitates
a greater concentration of CO2 in water (relative to methane) to
induce nucleation. In other words, they established a connection
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FIG. 11. ⟨[Nc(t) − Nc(t0)]2⟩ factor, given in terms of CO2 molecules, averaged
over ten independent simulations of the saturated solution of CO2 in water (S = 1)
with the critical seed of hydrate at 255 K and 400 bar plotted in Fig. 10. The black
circles represent the values obtained from simulations, and the blue line represents
the linear fit of the simulation results.

between guest dynamics and hydrate nucleation. However, as we
demonstrate in Sec. III E, although there could be a contribution of
the CO2 mobility, we believe that the primary factor behind the 30-
order-of-magnitude difference in nucleation rates is the disparity in
interfacial free energy between the hydrate and aqueous solution for
each hydrate. Interestingly, the mobility only enters in the attach-
ment rate, which exhibits similar values in both hydrates under
the conditions considered in this work ( f +CO2

≈ 6 × 108 s−1 and
f +CH4

≈ 1 × 109 s−1). However, we think the main reason for the huge
difference between the J values of the CO2 and CH4 hydrates is
due to the difference of the nucleation barriers of both hydrates,
ΔGc ∼ 22kBT and ∼95 kBT, for the CO2 and CH4 hydrate, respec-
tively, as we discuss in Sec. III F.

F. Interfacial free energy between the hydrate
and the aqueous solution

It is interesting to analyze in detail the expression leading to J
when using CNT (which is the expression used in the Seeding tech-
nique) and particularly Eqs. (5) and (8) in the context of the CO2
and CH4 hydrates. It is important to recall again that the comparison
between J values for both hydrates is performed at the same pressure
(400 bar) and supercooling (ΔT = 35 K). According to Eq. (5), J is
given by the product of a kinetic prefactor, J0, and a free energy bar-
rier within an exponential term. The comparison of J0 for CH4 and
CO2 hydrates shows that they are quite similar. They only differ in
one order of magnitude but we must explain 30 orders of magnitude
of difference. The Zeldovich factor of the CO2 hydrate is twice that
of methane, but the attachment rate is one-half so that the prod-
uct of Z and f+ are almost identical in both cases. The density of
the gas in the liquid phase is about one order of magnitude larger
for CO2 than for CH4 (due to its higher solubility in water). Thus,
the higher solubility of CO2 in water affects the prefactor J0 (in the
expression of J) by only one order of magnitude. Therefore, differ-
ences must come from the exponential free energy barrier, which
has two components, ΔμN and Nc. For S = 1, ΔμN amounts to −2.26
and −2.42kBT for the CO2 and CH4 hydrates, respectively. This goes
in the right direction, as for a certain fixed value of Nc, the free

energy barrier will be smaller for CO2 than for CH4. However, the
difference does not seem so large to explain the difference in the
nucleation rate. The difference in the nucleation rate comes from
Nc, which contains 83 molecules of methane but only 20 of CO2
under the same conditions. This is the key to understanding the dif-
ferences: the critical cluster of the CO2 hydrate is much smaller than
that of the CH4 hydrate. To analyze the physical origin of the dif-
ference, let us consider Eq. (3), which describes the critical cluster
size. The values of ρs and ΔμN are quite similar for both hydrates;
therefore, the key for the different behaviors must be on the value
of the interfacial free energy γ that moreover appears elevated to
the third power.

According to de Hijes et al.,100 γ should vary linearly with 1/rc.
Particularly, they have found this relationship for several systems
including the hard-sphere and Lennard-Jones simplified models as
well as more sophisticated force fields for water as the mW and
TIP4P/Ice. This allows us to estimate the interfacial free energy of
the corresponding planar solid–fluid interface from the knowledge
of two values of γ associated with two different critical CO2 hydrate
clusters. For further details, we refer to the reader to Fig. 2 of the
work of de Hijes et al.100 Using Eq. (3), one can calculate the values of
γ as a function of the critical cluster radius for systems with S = 1 and
S = 1.207 at T = 255 K and 400 bar and with these values extrapolate
γ to the planar interface (rc →∞), as shown in Fig. 12. For S = 1, the
value of γ for the CO2 system is around 19 mJ/m2, and the extrapola-
tion to the hydrate–water planar interface yields 22.3 mJ/m2. Notice
that this value of the planar interface is not at the three-phase coex-
istence point but at the two-phase (hydrate-liquid) equilibrium at
250 K and 400 bar for the planar interface. See Fig. 13 of our last
work on nucleation.27 However, for the CH4 hydrate, the value of
γ is of about 32 mJ/m2 when S = 1 and of about 39 mJ/m2 for the
planar hydrate–water interface. Thus, the higher nucleation rate of
J for the CO2 hydrate compared to the CH4 hydrate arises from a
lower value of γ that significantly decreases the free energy barrier.
Although it is almost impossible to present a molecular explanation,

FIG. 12. CO2 hydrate–solution interfacial free energy, γ, as a function of the
inverse critical radius rc at 255 K and 400 bar. The black circles represent the
values found with Seeding for supersaturations S = 1 (left) and S = 1.207 (right).
These values are obtained using the q3 − q12 linear combination shown in Fig. 3 to
get the number of molecules in the cluster. The red line corresponds to a linear fit of
the γ values obtained from Seeding. The blue square represents the extrapolated
value of γ (22.3 mJ/m2) obtained as rc →∞ (planar interface).
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one could argue that when the composition of the fluid phase is more
similar to that of the hydrate (which has a molar fraction of the
gas molecule of 8/54 = 0.148), the interfacial free energy becomes
smaller. The higher values of γ for the CH4 hydrate–water inter-
face would arise from a larger difference in composition between
the aqueous phase and the hydrate. Thus, the higher solubility of
CO2 in water would affect the nucleation rate not in the kinetic
prefactor, which only contributes to the difference in one order of
magnitude, nor in the value of ΔμN but on decreasing significantly
the value of γ.

There is an additional interesting observation. The value of γ
of the hydrate–water planar interface for the CO2 systems seems to
increase with temperature along the two-phase coexistence line. In
fact, for 255 K, the estimated value is 22 mJ/m2, whereas γ is around
30(2) mJ/m2 at T3 = 290 K at this pressure according to previous
calculations by some of us using the mold integration host and guest
methodology.84,85

It is also useful to inspect the density profiles of CO2 and water
at the CO2 hydrate–water interface and to compare to those cor-
responding to the CH4 hydrate–water interface. Figure 13 shows
the density profiles of water and CH4 molecules in panel (a) and
of water and CO2 in panel (b). The results were obtained in our
previous studies.67,72 It should be noted that results for the CO2
hydrate were already presented in Fig. 6 of the work of Algaba
et al.72 In both cases, the results were obtained from anisotropic NPT

FIG. 13. Simulated equilibrium density profiles of methane and carbon dioxide
(continuous curves in both panels) and water (dashed curves), ρ(z), across
the hydrate–liquid interface as obtained from MD anisotropic NPT simulations at
400 bar and 250 (black), 260 (red), 270 (blue), 280 (dark green), 290 (orange),
and 295 K (light green). Panel (a) corresponds to the CH4 hydrate–liquid interface
and panel (b) to the CO2 hydrate–liquid interface.

simulations at 400 bar and temperatures ranging from 250 to 295 K.
As can be observed, the profiles of CO2 and water in the hydrate
phase and near the interface, shown in panel (b), exhibit the usual
behavior expected in solid–fluid coexistence. It should be noted that
the density profiles of CH4 and water near the corresponding inter-
face, presented in panel (a), show the same structural order due
to the presence of the hydrate phase. There are some differences
in behavior between the excess concentration of CO2 on the sur-
face compared to CH4. First, we can see that the outward-most
peaks of the two hydrate phases (at around 3–3.5 nm) are rather
different, with the peak for CO2 being broader. Second, there is a
“tail” for the CO2 profiles, which decay significantly slower than the
CH4 case. The tail of the CO2 distributions stabilizes only between
4 and 4.5 nm. The results of Fig. 13 seem to suggest an excess of
CO2 at the water–hydrate interface (although the rigorous determi-
nation of the adsorption of the gas at the hydrate–water interface
is left to future work). This may provide a mechanism that fur-
ther decreases the free energy between the hydrate and the CO2
aqueous solution.

Finally, it would be interesting in this context to estimate the
empty hydrate–water interfacial free energy to compare to the values
obtained here and in previous studies72,84–86 for the CH4 and CO2
hydrates. However, empty structures of hydrates, including sI, sII,
and sH, are usually called virtual ices. According to Conde et al.,101

the empty hydrates sII and sH appear to be the stable solid phases
of water at negative pressures. Consequently, the sI and other vir-
tual ices do not enter the phase diagram, as shown in Fig. 5 of the
work of Conde et al.101 In other words, no pressure or temperature
conditions exist under which these structures have lower chemical
potential than Ih, sII, or sH crystallographic structures. Thus, there
is a high risk for the growth of another phase of ice from a template
of sI (using, for instance, the mold integration technique84,102,103)
and that would prevent the determination of the value of γ for the
sI–water interface. This issue should be examined in greater detail in
future work.

G. Nucleation along the S = 1 curve
The value of J at 255 K for S = 1 is of the order of 1025

/(m3 s).
Nucleation can be observed spontaneously in BF runs when the
nucleation rate is larger than 1029

/(m3 s) with the current com-
putational resources. Therefore, it seems likely that nucleation can
be observed in BF runs at S = 1 if we move to lower temper-
atures (thus increasing the driving force). This is of particular
interest as nucleation studies in experiments are usually performed
along the S = 1 curve (with the solution in contact with a gas
reservoir104).

We performed BF runs at 245 and 250 K (and 400 bar) at
the corresponding CO2 saturation concentration. These states are
represented as red diamonds in Fig. 1 (note that they are located
on the S = 1 red line). The details on these simulations are given
in Table III. As we have already mentioned, we used two types
of simulation setups for this study: a homogeneous CO2 saturated
bulk solution (denoted as “one-phase system” in Table III) and a
saturated solution in contact with a fluid CO2 reservoir (denoted
as “two-phase system” in Table III). We focus first on the one-
phase system and analyze later on the comparison between both
setups. We used isotropic NPT runs for the one-phase systems. As
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TABLE III. Simulation details and results obtained using BF simulations at 250 and
245 K, both at 400 bar and supersaturation S = 1 in one- and two-phase systems.

One-phase system Two-phase system

T (K) 250

NH2O 6524 7200
NCO2 606 3444
xCO2 0.085 0.085
Box dim. (nm3) 6.06 × 6.06 × 6.06 9.07 × 6.25 × 7.41
Liquid dim. (nm3) 6.06 × 6.06 × 6.06 5.77 × 6.25 × 7.41
V liq (nm3) 222 267
nruns 12 12
nnucl 4 4
tnucl (ns) 730 245

1310 285
1570 480
1700 1510

ttotal (ns) 21 310 18 520
ρCO2

L (m−3
) 2.7 × 1027 2.7 × 1027

J (m−3 s−1
) 8.45 × 1029 8.09 × 1029

T (K) 245

NH2O 2400 2400
NCO2 240 1148
xCO2 0.09 0.09
Box dim. (nm3) 4.35 × 4.35 × 4.35 9.19 × 6.25 × 2.47
V liq (nm3) 82.5 82.5
nruns 2 2
nnucl 2 2
tnucl (ns) 640 300

550 230
ttotal (ns) 1190 530
ρCO2

L (m−3
) 2.9 × 1027 2.9 × 1027

J (m−3 s−1
) 2.02 × 1031 5.78 × 1031

not all trajectories were successful in nucleating the solid phase,
we used the method of Walsh et al.,49 described previously in the
manuscript when discussing the BF runs for S = 1.207, to deter-
mine the nucleation rate. We obtain a nucleation rate of the order
of 1031

/(m3 s) for 245 K and of 1029
/(m3 s) for 250 K. These nucle-

ation rates are fully consistent with the J = 1025 m−3 s−1 obtained in
this work for S = 1 at 255 K via Seeding (see Sec. III E). The J val-
ues obtained from BF simulations along the S = 1 line (red circles)
are compared to that obtained via Seeding for S = 1 (green triangle)
in Fig. 14(a).

In the following sections, we describe how we combine our
nucleation studies at S = 1 and three different temperatures (245,
250, and 255 K) with a recent calculation of γ between the solid and
the solution at the three-phase coexistence temperature84 to get an
estimate of the whole J(T) curve along the S = 1 line.

1. γ along S = 1
To estimate J along S = 1, we first need to know how γ varies

along S = 1, given that the nucleation barrier can be obtained from γ

FIG. 14. CO2 hydrate nucleation rate, J, (a) and CO2 hydrate–water interfacial
free energy, γ, (b), as functions of temperature along the S = 1 curve. The red
circles and green triangles are BF and Seeding results obtained in this work,
respectively. The blue square is the CO2 hydrate–water interfacial free energy
under coexistence conditions obtained by Algaba et al.84 through mold integra-
tion.102 Continuous curve in panel (a) is obtained using simulation data via the
CNT approach and line in panel (b) is a linear fit of simulation data. The curve of
J as a function of time is obtained using the γ(T) dependence found in panel
(b). The dashed horizontal line in panel (a) corresponds to an “unachievable”
nucleation rate given by one nucleus per universe age and hydrosphere volume.

through Eq. (4). We already have a value of γ from Seeding at S = 1
and 255 K [18.7 mJ/m2, depicted with a green triangle in Fig. 14(b)].
Recently, some of us estimated γ at T3 (the temperature where solid,
solution and CO2 reservoir coexists,84 indicated by an maroon circle
in Fig. 1 for S = 1). The value found was 29(2)mJ/m2 at 287 K. The
T3 value was later refined to 290 K.72 We assume here that the value
of γ found in the work of Algaba and collaborators84 at 287 K is valid
for the updated T3 of 290 K (the temperature difference between
both T3 estimates is small). The value of γ at T3 is represented by the
blue square in Fig. 14(b).

We now try to get an estimate of γ from the two BF sim-
ulation studies performed at 245 and 250 K. To do that, we use
Eq. (5) to get ΔGc from J and, then, Eq. (4) to obtain γ from ΔGc
(the CO2 density in the solid phase used for these calculations is
ρCO2

S = 4.7 × 1027 m−3 for both temperatures). The first of these two
steps requires an estimate of J0. To estimate J0, we need f+. We
use the fact that f+ is proportional to the CO2 diffusion coeffi-
cient, DCO2 , and to N2/3

c ,23 to obtain f+ at 245 and 250 K from
the f+ calculated at 255 K. This requires computing DCO2 at 245,
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250, and 255 K and estimating Nc in the BF runs. The CO2 diffu-
sion coefficients that we get from NPT simulations of the aqueous
solutions are 1.6, 2.2, and 3.0 × 10−11 m−2 s−1 for 245, 250, and
255 K, respectively. To estimate Nc, we identify the largest cluster
that appears during the induction period previous to hydrate growth
(see Fig. 15). In this way, we get 42 and 95 water molecules in the
critical cluster at 245 and 250 K, respectively, which are values fully
consistent with NH2O

c = 115 obtained with Seeding at 255 K. While
this estimate of Nc might not be accurate, the final value of γ is
not significantly influenced by this inaccuracy, as we argue further
on. The ∣ΔμN∣ factor in J0 is taken from our previous work using
route 4.72 We get ∣ΔμN∣ = 2.98 and 2.59kBT at 245 and 250 K, respec-
tively. With these ingredients, we obtain the γ estimates represented
in Fig. 14(b) by the red circles (14.6 and 16.0 mJ/m2 at 245 and 250 K
respectively).

The γ estimates from BF simulations (red circles), from Seed-
ing simulations (green triangles), and from mold integration (blue
square) are fully consistent among each other and can be fitted quite
nicely to a straight line (maroon line). γ increases with temperature
along the S = 1 line roughly at a rate of 1 mJ/m2 every 3 K.

Interestingly, BF simulations yield a γ value less sensitive to the
order parameter than the Seeding method. In Seeding, Eq. (3) is used
to infer γ from the Nc value obtained in seeded simulations, which
has a strong dependence on the chosen order parameter. In contrast,
in the BF approach, Nc is used for estimating the kinetic pre-factor.
As the natural logarithm of this pre-factor is taken to calculate ΔGc
[from which γ is then obtained via Eq. (4)], the influence of Nc on the
final γ value is relatively minor. To illustrate this, let us consider the
impact of doubling the cluster size in the calculation of γ. In Seeding
(255 K), γ would significantly increase from 18.7 to 23.5 mJ/m2.
However, in BF simulations, the changes are much smaller: from
14.6 to 14.9 mJ/m2 at 245 K, and from 16.0 to 16.2 mJ/m2 at 250 K.
In conclusion, (i) BF simulations provide an estimate of γ less influ-
enced by the choice of order parameter than Seeding; (ii) the way
in which we obtain Nc from BF simulations is good enough to get a
reliable estimate of γ.

FIG. 15. Number of water molecules in the largest cluster of the CO2 hydrate, nh,
as a function of time, for different bulk simulations at S = 1 and 250 K. CO2 hydrate
growth is observed in four trajectories. The dashed horizontal line, which highlights
the largest sub-critical cluster that emerged in all simulations, is our estimate for
NH2O

c using the q3 − q12 linear combination of the local bond order parameters (95
in the present example).

2. J along S = 1
Using the linear fit of γ(T) shown in Fig. 14(b), we can obtain

ΔGc at any temperature using Eq. (5) with the ∣ΔμN∣ obtained
in our previous work (route 4).72 We use the following fit for
the chemical potential difference: ∣ΔμN∣/(kBT) = −3.02 × 10−4T2

+ 0.228T − 40.7. With ΔGc and Eq. (8), we can estimate J at any
temperature, provided that we have J0 as well. This requires hav-
ing f+ at any T [see Eq. (5)]. For that purpose, we again use
the fact that f + ∝ N2/3

c DCO2 .23 On the one hand, through NPT
simulations of the saturated aqueous solution at different temper-
atures, we got the following fit to obtain DCO2 at any temperature:
ln[D/(m2

/s)] = −0.0011T2
+ 0.6846T − 124.99. On the other hand,

Nc can be obtained at any T using ΔGc = Nc∣Δμ∣/2 according to
Eq. (2). The missing factors to complete the calculation of J0
(and of J) are the Zeldovich factor Z, which can be easily com-
puted through NC and ∣ΔμN∣ [Eq. (6)], and ρCO2

L , which is triv-
ially obtained in NPT simulations. With these ingredients, we can
draw the maroon curve in Fig. 14(a) that predicts the trend of the
nucleation rate at S = 1.

Unfortunately, to the best of our knowledge, there is no experi-
mental data to compare these simulation predictions with. In homo-
geneous ice nucleation, rates of the order of 102 – 1016 m−3 s−1

(with microdroplets) and higher (with nanodroplets) are experimen-
tally accessible.105 Our predictions indicate that such rates occur at
temperatures below 266 K (beyond 25 K supercooling). Therefore,
we hope that simulations and experiments of homogeneous hydrate
nucleation can be compared in the future, as they were for the case
of ice nucleation.105

3. Bulk vs surface nucleation
The dashed horizontal line in Fig. 14(a) indicates the order

of magnitude of an unachievable nucleation rate: that correspond-
ing to 1 nucleus formed in the volume of the hydrosphere and in
the age of the universe. Our CNT fit (maroon curve) predicts that
this unattainable rate occurs at about 272 K (around 20 K below
T3). Therefore, any crystallization event at a supercooling lower
than 20 K must be heterogeneous (the difficulty of observing homo-
geneous nucleation was also highlighted in a simulation study of
methane hydrates).20 In most experiments, hydrate crystallization
typically occurs at supercooling conditions of less than 20 K.41,106,107

Such low supercooling suggests that the nucleation of hydrates is
not homogeneous in the real world. Although experiments do not
provide molecular insight into the nucleation step, it is commonly
believed that nucleation occurs at the gas–solution interface, per-
haps assisted by impurities, the glass–solution contact line,108 or
aided by an increased concentration of the hydrate formed near the
interface.109

To investigate the latter hypothesis, we compare BF simulation
runs at 245 and 250 K performed in two-phase systems (where the
solution is in contact with a CO2 reservoir) to those run in one-
phase systems that have been already presented (without a bulk
aqueous solution having the equilibrium CO2 saturation concentra-
tion). In the two-phase simulations, the details of which are reported
in Table III, we used NPzA T runs. Obviously, the volume used to
calculate the nucleation rate is only that of the aqueous phase in two-
phase systems. As reported in Table III, both simulation setups give
the same nucleation rate for both temperatures (within less than half
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an order of magnitude). Therefore, the CO2–solution interface does
not have any effect on hydrate nucleation, at least at 245 and 250 K.
However, there could be a crossover between homogeneous and het-
erogeneous nucleation as the temperature increases (as is the case for
crystallization of hard spheres with density),110 which could explain
nucleation events at low supercooling. More research is needed to
identify the nucleation path in mild supercooling conditions, where
hydrate formation is experimentally observed.

IV. CONCLUSIONS
In this work, we have calculated the homogeneous nucleation

rate of CO2 hydrate at 400 bar and 255 K (35 K of supercool-
ing) using classical nucleation theory and Seeding simulations. For
supersaturated systems (i.e., S = 1.207 and S = 1.268), the nucleation
rate can be obtained from BF simulations. Since the results of Seed-
ing depend on the choice of the order parameter, we tested that a
combination of q3 and q12 is able to distinguish in an efficient way
the molecules of water belonging to the liquid or to the hydrate with
a mislabeling of about 0.02%. By using this combination of order
parameters in Seeding runs with S = 1.207, we confirmed that it pro-
vides an estimate of J in full agreement with that obtained from BF
runs. In other words, the selected order parameter allows a satisfac-
tory estimate of the radius of the solid critical cluster at the surface
of tension.

After checking the adequacy of the order parameter, we imple-
mented the Seeding technique (in a system having two phases) for
S = 1 at 255 K and 400 bar. We obtained a size of 115 molecules
of water for the critical cluster and a value of 1025

/(m3 s) for the
nucleation rate. This is about 30 orders of magnitude larger than
the value obtained in our previous work for methane hydrate at
the same pressure and supercooling. The higher solubility of CO2
is not sufficient to explain such an enormous difference. We identify
that the key is a much lower value of γ for the CO2 hydrate–water
interface when compared to that of the CH4 hydrate–water inter-
face, and speculate that the value of γ in these systems could be
lower when the composition of the solution becomes closer to
the composition of the hydrate. The interfacial free energy of the
CO2 hydrate at S = 1 was of about 19 mJ/m2 compared to the
value of 29 mJ/m2 obtained in our previous work for the methane
hydrate. This means that at the same supercooling, the nucleation
rate of CO2 hydrate is 30 orders of magnitude higher than the
estimation found in our last work of nucleation rate of methane
hydrate27 and 20 orders of magnitude higher than the nucleation
rate of ice Ih, which at this pressure and supercooling is of around
JIh = 105

/(m3 s).111

We found that the energy required to create the planar
hydrate–liquid interface is γ = 22.3 mJ/m2 at 255 K and 400 bar,
which suggests that the interfacial free energy for a planar interface
should increase as the system moves along the two-phase curve from
this supercooling temperature to T3, where γ is around 30(2)mJ/m2

according to experiments112–115 and our previous calculations using
the mold integration host and guest methodology.84,85

Finally, we have shown that BF runs in a two-phase system
can indeed be performed to nucleate the hydrate at 245 and 250 K
to obtain J when S = 1 at these temperatures. Comparison of the
value of J from simulations using two phases with a system hav-
ing just one phase reveals that the water–CO2 interface does not

enhance the nucleation rate so that at least for temperatures below
255 K, the nucleation is homogeneous and there is not an enhance-
ment of the nucleation rate due to heterogeneous nucleation at the
water–CO2 interface. However, there could be a crossover to het-
erogeneous nucleation at higher temperatures so that it is the main
path to nucleation when closer to the equilibrium temperature T3.
Finally, we estimate the value of J along the S = 1 curve, concluding
that homogeneous nucleation could indeed be determined experi-
mentally at this pressure for supercooling greater than 25 K. Our
simulations predict that homogeneous nucleation is not viable for
supercooling lower than 20 K. Therefore, nucleation must be hetero-
geneous in typical experiments where hydrate formation is observed
at low supercooling.
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