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a b s t r a c t

The solubility of methane in water decreases when a small amount of salt is present. This is usually
denoted as the salting out effect (i.e., the methane is expelled from the solution when it contains small
amounts of salt). The effect is important, for instance the solubility is reduced by a factor of three in a
4 m (mol/kg) NaCl solution. Some years ago we showed that the salting out effect of methane in water
can be described qualitatively by molecular models using computer simulations. However the salting out
effect was overestimated. In fact, it was found that the solubility of methane was reduced by a factor of
eight. This points to limitations in the force field used. In this work we have carried out direct coexistence
simulations to describe the salting out effect of methane in water using a recently proposed force field
(denoted as Madrid-2019) based on the use of scaled charges for the ions and the TIP4P/2005 force field
for water. For NaCl the results of the Madrid-2019 force field significantly improve the description of
salting out of methane. For other salts the results are quite reasonable. Thus the reduction of the charge
of the ions also seems to be able to improve the description of salting out effect of methane in water.
Besides this we shall show that the brine-methane interface exhibits an increased interfacial tension as
compared to that of the water-methane system. It is well known that electrolytes tend to increase the
surface tension of liquid water, and this seems also to be the case for the interface between water and
methane.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

The solubility of a gas in water can be enhanced (salting in) or
reduced (salting out) by the presence of a certain solute. Electrolyte
solutions (and in particular those formed by NaCl and water) are of
significant practical interest [1e8]. In general, the solubility of gases
in water decreases with the addition of salt (i.e. salting out). The
effect is important and well known from an experimental point of
view. Methane is a gas of considerable interest. For instance,
methane hydrates are formed in the proximity of the coast [9,10].
Thus, methane hydrates are often found in solutions containing
NaCl and, therefore, the impact of salt on the solubility of methane
is also of significant practical interest.

The problem of salting out has been addressed from a theoret-
ical perspective by Graziano [11]. Computer simulations could be
useful in understanding and predicting this effect. To study the
salting out of methane in water, a good force field for methane in
water (in the absence of salt) is first required. It can be stated that at
this point we have reasonable force fields for both molecules.
Methane can be described reasonably well by a Lennard-Jones (LJ)
site [12,13], and water by the TIP4P/2005 model [14]. Of course
having a good force field for pure methane and water fluids does
not guarantee that the solubility of methane in water is accurately
predicted. If one wants to reproduce the experimental values of the
solubility, one also needs to tailor the cross methane-water in-
teractions. In fact we have shown in the past [15,16] that to predict
accurate values of the chemical potential and the solubility of
methane the strength of the methane-water interaction must be
increased by approximately seven per cent [15]. The enhancement
seems an effective way of introducing the polarization undergone
by themolecule of methanewhen solvated bywater. Interestingly a
similar increase in the strength of the interaction between protein
atoms and water (as described by the TIP4P/2005 model) has
dramatically improved the description of intrinsically disordered
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proteins in water as shown by Best et al. [17].
Once the interactions in the binary methane/water system are

satisfactorily described, a good force field for the ions in water is
needed to study salting out effects. A quick search in the literature
results in a number of force fields names [18e45], like AMBER,
GROMOS, CHARMM and OPLS-AA, used by a large scientific com-
munity (see Refs. [46e48] for details on the parameters of these
force fields). However, in the recent years a serious problem with
these force fields has emerged. For most of them NaCl spontane-
ously precipitates even at concentrations as low as 1.5m or 2m [46]
(the solubility limit of NaCl in water is about 6.1 m). Since sponta-
neous precipitation of salt inwater occurs for high supersaturations
(i.e., when the concentration is about five times higher than the
solubility) [49,50], this indicates that the solubility of these force
fields is well below 0.5 m. For instance, for the OPLS model of NaCl
in combination with the SPC/E [51] water model, the solubility was
found to be as small as 0.02 m [52]. Thus, the results obtained with
these force fields will not be too useful as the ions will cluster in
water in an artificial way. Reports on ion-clustering have already
been documented in many papers over the last 20 years. In fact, in
simulations the precipitation of NaCl [30,53e56], KCl [32,57], CaCl2
[58], Na2SO4 [59] and Li2SO4 [60] at concentrations below the sol-
ubility limit has been found. It is clear that a good force field for ions
in water should provide reasonable values for the solubility. Over
the last few years, thanks to the works of Smith, Nezbeda and co-
workers [55-56,18], Panagiotopoulos and coworkers [61e64] and
also ourselves [65,66] it has become clear that, when modelling
salts in water, solubility matters. Some other widely used force
fields also have low values of the solubility of NaCl in water as it is
the case for the Smith-Dang [24] model with a solubility around
0.6 m and that of Joung-Cheatham [32] with a solubility around
3.7 m [43,63,66] (using the SPC/E model for water). Jiang et al. [67]
revealed that the polarizable BK3 models [42,68] can give reason-
able estimates for most of the properties of interest although it
would mean an increase of 5e10 times the computational cost with
respect to non-polarizable models. In the meantime, Orozco et al.
[69] performed an extensive study involving several force field
combinations in order to determine the best alternatives for mo-
lecular simulation in H2OeNaCl systems with charges ± 1 for the
ions.

In recent years a debate is taking place about the values of the
charges to be used when describing the ions in water solutions.
Should one accept the integer value, i.e. ± 1 (in electron units) or
should one use a scaled value of the charge, i.e 0.75 or 0.85? The
origin of this discussion is as follows. In 2012 Yethiraj and co-
workers [70] showed that none of the many models tested (both
polarizable and non-polarizable) could reproduce the experimen-
tally observed trends for the concentration dependence of the
diffusion coefficient of water in several electrolyte solutions, indi-
cating that probably the ion-water interactionwas too strong. Then
Kann and Skinner [71] followed a suggestion of Leontyev and
Stuchebrukhov [72e77] and described electrolytes in water using
scaled charges. The idea of using scaled charges for ions in water is
usually denoted as the electronic continuum correction (ECC). It can
also be regarded as a consequence of the fact that the potential
energy and the dipole moment surfaces may need different pa-
rameters to be described by empirical force fields [78,79]. Soon
other groups, as that of Jungwirth [58,80,81], Barbosa [82], and
Wang [83,84] adopted this idea. We recently proposed a force field
for NaCl inwater that uses scaled charges for the ionic components,
and extended the concept to other electrolytes in 2019 proposing
the so called Madrid-2019 [85,86] force field for electrolytes in
water. Densities and transport properties seem to be better
described by the use of scaled charges [86,87]. The justification
behind this approach is to assume that there is a certain transfer of
charge from the water molecules in the hydration layer to the ions.
In this work we intend to address the problem of salting out of

methane in water following up on our previous work [16] on this
problem with two goals in mind. The first one is to test if the
Madrid-2019 force field can describe the corresponding experi-
mental results. The second one is to throw light on a more funda-
mental question in the modelling of ions in water: are scaled
charges superior when describing the salting out effects than
models that use unit charges? Thus our study aims to describe a
system of high interest and also to bring to the community a
problem that can be very useful in improving our understanding of
our success/limitations in the modelling of ions in water.
2. Model

In this work we shall evaluate the solubility of methane in
aqueous electrolyte solutions of different salts. In particular we
shall consider the following salts: NaCl, KCl, MgCl2, CaCl2, Na2SO4,
K2SO4 and MgSO4. We shall use a rigid non-polarizable force field.
The pairwise interaction potential between atoms is given by an
electrostatic (coulombic) contribution and a van der Waals inter-
action represented by the LJ potential:
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where, qi is the ionic charge, ε0 is the vacuum permittivity, εij the
well depth energy of the LJ potential, and sij the LJ diameter.

To describe water we shall use the TIP4P/2005 model developed
by Abascal and Vega [14] which is a reliable model of water
[88e91]. This model is based on the TIP4P water proposed by Jor-
gensen et al. [92] as TIP4P like models give good predictions for the
melting point and the phase diagram of water [93e96]. TIP4P/2005
water has four atoms, two hydrogen with charge qH, one oxygen
which is a LJ site and a site M, near the oxygen atom on the sym-
metric axis, without mass but with charge qM . The TIP4P/2005
water geometry is given by the following parameters: oxygen-
hydrogen distance, dOH ¼ 0.9572 Å, oxygen-M distance,
dOM ¼ 0.1546 Å and angle HeOeH ¼ 104.52+. Methane will be
described by a single LJ site (without partial charge) with the pa-
rameters proposed by Guillot and Guissani [12] and Paschek [13].
The Lennard Jones parameters of the interaction between water
and methane are obtained from the following expression:

sij ¼
si þ sj

2
(2)

εij ¼c
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εi$εj

p
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When c ¼ 1 one recovers the so called Lorentz-Berthelot (LB)
rules. In previous work we have shown that to describe correctly
the solubility of methane in water it is necessary to introduce de-
viations from the energetic LB combining rule (introducing polar-
izability in the molecule of methane is another possibility as shown
in [97]). For this reason we shall use the value c ¼ 1:07 for the
interaction between methane in water as described in our previous
work [15]. The parameters obtained in this way are similar to the
ones proposed by Ashbaugh et al. [98] for the methane-TIP4P/2005
water interaction, optimized to describe the experimental proper-
ties of methane in water. In fact using this value of c ¼ 1:07, we
obtained in this work 0.142 m for the molality (moles of methane
per kilogram of water) of methane in water (at 200 bar and
324.65 K) which corresponds to a molar fraction of 0.0025 which is
in excellent agreement with the experimental value 0.0024 under



Table 1
Force field parameters of the water and methane models used in this work. Water
molecules are described using the TIP4P/2005 model [14] and SPC/E model
(Ref. [51]). LJ interaction parameters for methane are taken from Refs. [12,13].

Molecule q (e) s (Å) ε (kJ/mol)

TIP4P/2005
O 0 3.1589 0.7749
H 0.5564 e e

M �1.1128 e e

SPC/E
O �0.8476 3.1656 0.6502
H 0.4238 e e

Methane
CH4 0 3.7300 1.2263
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these conditions [99,100]. Several comments are in order regarding
the use of c ¼ 1:07 for the methane-water crossed interaction.
Firstly, it should be pointed out that this value is appropriate to
reproduce the solubility of methane inwater when using the TIP4P/
2005 model of water and a united atom model of methane. Also,
when using the SPC/E model of water and the united atom model
for methane the value c ¼ 1:07 is adequate to reproduce the sol-
ubility of methane inwater as will be shown in this work. However,
for other watermodels the optimal value of c required to reproduce
the solubility of methane in water could be different. Secondly, the
value c ¼ 1:07 does not guarantee an accurate description of the
mixture methane-water over the entire range of concentrations
and properties (vapor-liquid, liquid-liquid equilibria, etc). Further
studies are required to test this point. Finally it should be pointed
out that the value of c¼ 1.07 is not able to describe the properties of
water in methane at infinite dilution. It has been shown in previous
work by Chapman and coworkers [101,102] that to describe the
properties of water in methane, a value close to c ¼ 1.4 is more
appropriate. In fact the models of this work along with c ¼ 1.07
underestimate the experimental value of the solubility of water in
methane by a factor of about 5e8, which is in linewith the previous
work of Chapman and coworkers on this issue [101]. Obviously only
polarizable models can describe simultaneously the behavior of
methane in water at infinite dilution, and the behavior of water in
methane at infinite dilution. The summary is that the value of
c ¼ 1.07 is an optimal choice to study the salting out of methane in
water (i.e methane in water at high dilution) but it may not be the
optimal choice for other compositions (certainly not for the
behavior of water in methane at high dilution).

To describe salts in water we shall use the recently developed
Madrid-2019 force field [86]. This force field was developed to
represent ions in water as described by the TIP4P/2005 model. This
new model uses the idea of scaling charges to account for the po-
larization of electrolytes inwater. The charge assigned to the ions is
reduced to ±0.85 e in case of monovalents atoms. This model de-
scribes quite well the densities of a number of salts in solution. One
may expect that a first necessary (but not sufficient) ingredient to
describe the salting out effect is a correct description of the density
of both pure water and that of the salt solution. This requirement is
satisfied by theMadrid-2019 force field. Let us mention that in 2017
we published a model for NaCl that was denoted as the Madrid
model [85]. The Madrid model also uses the scaling of the charges
with the value of ±0.85 e. Whereas in the Madrid model only
properties of NaCl were considered in the target set, in the case of
the Madrid-2019 the properties of a number of salts (containing
either Na and/or Cl) were included in the target set. In any case for
NaCl the differences between the parameters of these two models
(Madrid and Madrid-2019) are rather small.

The last ingredient of the force field is a description of the
interaction between methane and the ions of the system. We shall
simply use the LB combining rules with c ¼ 1 for this interaction.
Notice that since the amount of methane in water is small (its
solubility is small) and because the number of ions in solution is
also not too big, the cross interaction between the gas and the ions
probably does not play a key role when describing the salting out
effect (at least for concentrations below 2 m).

The parameters used in this work for water and methane are
collected in Table 1. The force field for the salts studied here are
explained in detail in the original work [86].

Some simulations will also be performed with models that use
integer charges for the ions (in electron units). In particular we shall
perform simulations for the Smith-Dang [24] (SD) model of NaCl in
combinationwith both TIP4P/2005 and SPC/E models of water [51].
We shall also perform simulations for the Joung-Cheatham [32] (JC)
model of NaCl (set of parameters for SPC/E water) in combination
with both the TIP4P/2005 and the SPC/E models of water [51].
Basically we take the parameters for Na and Cl ions from the work
of Smith and Dang or Joung and Cheatham and used LB combining
rules to describe the interaction with TIP4P/2005 water or SPC/E
water. These models will be denoted as SD-TIP4P/2005, SD-SPC/E,
JC-TIP4P/2005 and JC-SPC/E. Two of these force fields were used in
previous works (Refs. [16,103], and [104] for the SD-TIP4P/2005 and
Ref. [85] for the JC-TIP4P/2005). We have shown recently that
replacing SPC/E by TIP4P/2005 does not change much the solubility
(for the JC force field it changes [85] from 3.7 m to 3.4m). Recently,
D€opke et al. [105] revealed that the ion parameters proposed by
Joung and Cheatham [32] for the JC-TIP4P/Ew model [106] of water
give almost identical results when the TIP4P/Ew model of water is
replaced by TIP4P/2005. However, Mester and Panagiotopoulos
[107] have shown that the force field of NaCl designed for TIP4P/Ew
has a low solubility (i.e 1.43 mol/kg as compared to the experi-
mental value of 6.15 m) and for this reason we will not use this
model in this work.

For all the models and simulations used in this work we shall
use c¼ 1.07 for the interaction betweenmethane andwater (which
guarantees good agreement with experiment in the solubility of
methane in water both for TIP4P/2005 and SPC/E) and c ¼ 1 for the
interaction between ions and methane.

3. Simulation details

To study the salting out effect we employed the direct coexis-
tence method [108e111]. A slab of pure water (or salty solution)
will be put in contact with a slab of the pure gas along the z axis.
Thus the interface will be perpendicular to the z axis. We have
carried out molecular dynamics (MD) simulations in GROMACS
package [112,113] in the NpzT ensemble. The liquid phase will
contain 6660 molecules of water (and a certain number of mole-
cules of salt depending on the molality). The number of molecules
in the gas phase will be 1000. As the solubility of methane in water
is small, only a small fraction of these 1000 molecules will dissolve
inwater (we checked that never more than 100). Our choice for the
number of molecules of water, 6660, is rather convenient since for
this number, 120 molecules of salt will correspond to a molality of
about 1 m. We used the leap-frog integrator algorithm [114], and a
time step of 2 fs to solve the equation of motions. Periodic boundary
conditions in all directions were used. The Nos�e-Hoover thermostat
[115,116] was set with a coupling constant of 2 ps to keep constant
the temperature of the system. Anisotropic pressure was applied in
the z direction using the Parrinello-Rahman barostat [117] with
time constant of 2 ps. For electrostatics and van der Waals in-
teractions the cutoff radii were fixed at 0.9 nm and long-range
corrections in the energy and pressure were applied. The smooth
PMEmethod [118] to account for the long-range electrostatic forces
was used. To maintain the water geometry the LINCS algorithm
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[119,120] has been applied and SHAKE [121] in the case of sulfate
anions. Typically the length of the runs was of about 80 ns. Four
independent runs were performed for each considered state pre-
sented in this work. The simulations of this work expand up to 6 ms
of real time for systems having around 8000 molecules. A snapshot
of the set-up of our simulations is shown in Fig. 1.

The salting out effect is quantifiedwith the empirical Setchenow
equation, which linearizes the logarithm of the ratio of the molality
of the gas (methane in our case) in pure water m0

gas and in salt
solution mgas, versus the salt molality msalt. This equation is
expressed as:

ln

 
m0

gas

mgas

!
¼ ksaltmsalt (4)

where ksalt is the salting out coefficient of the Setchenow equation.
The addition of salt induces an exponential decrease in the molality
of the gas in the aqueous solution (assuming that ksalt is positive). It
is worth mentioning a few words on the thermodynamics of the
salting out effect. The solubility of methane in pure water occurs
when the chemical potential of the gas mCH4

ðT ; p; gas phaseÞ is
identical to that in solution:
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where the superscript zero just reflects that no salt is present in
water, g0

CH4
and m0

CH4
are the activity coefficient and the molality of

methane in water respectively and myCH4 represents the Henry's law
standard chemical potential of methane. When salt is added then
one obtains:

mCH4
ðT ; p; gas phaseÞ¼mðT ;p; solutionÞ¼myCH4 þ kTln

�
gCH4

mCH4
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by subtracting these two equations (after noticing that the chemical
potential of methane in the gas phase is almost identical in both
cases, since the presence of the salt does not affect much the
chemical potential of the methane in the gas phase) one obtains:
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Using the Setchenow relation one obtains:
Fig. 1. Configuration obtained from our NpzT runs. Pressure is applied in the direction perpen
gas phase (at 200 bar and 324.65 K) is in equilibrium with a salt solution of NaCl (4 m) in wa
water is obtained from the density profile. Water molecules are represented as sticks in re
represent the salt ions Cl� and Naþ, respectively).
ln
�
g0CH4

�
þ ksaltmsalt ¼ ln

�
gCH4

�
(8)

According to this equation the activity coefficient of methane in
water increases exponentially with the addition of salt. Thus
capturing the salting out effect requires a correct description of the
activity coefficient of methane in salty water. We have shown
recently that scaled charges are able to describe much better the
activity coefficient of NaCl in water and the change in the chemical
potential of water due to the addition of salt [85]. The salting out
coefficient will inform us if the model is also able to evaluate the
activity coefficient of methane in the salty solution.
4. Results

We shall now present the results of salting out of methane ob-
tained in this work for two types of models. The first family is
formed bymodels inwhich the charge assigned to the ions is ±1 (in
electron units) as is the case for the SD-TIP4P/2005, SD-SPC/E, JC-
TIP4P/2005 and JC-SPC/E force fields. The second type of force
fields are based on the use of scaled charges for the Naþ and Cl�

ions as is the case for the Madrid and Madrid-2019 force fields. In
Fig. 2 the results for the salting out of methane in an aqueous NaCl
solution at 200 bar are shown. It can be seen that the models using
integer charges qualitatively predict the salting out effect (i.e., the
reduction of solubility of methanewhen adding NaCl). We have also
included in Fig. 2 our previous results [16] for the SD-TIP4P/2005
model obtained at a different pressure and temperature (1 bar,
298 K) and using a different approach which involved the calcu-
lation of the chemical potential of methane via the Widom test
particle method [122]. Notice that the results of this work obtained
from direct coexistence runs are in acceptable agreement with the
results from our previous work (specially taking into account that
they were obtained at different pressure and temperature).

It is clear from the data in Fig. 2 that models with unit charges
significantly overestimate the magnitude of salting out coefficient
of methane. The same was found previously for noble gases by
Docherty, Dyer and Cummings [123]. As can be seen in Fig. 2 the
model with unit charges that best reproduces the values of salting
out is the SD-SPC/E, although it deviates from experiment at high
concentrations. On the other hand, models that use scaled charges
reproduce much better the experimental results [124,125] in the
range of concentrations considered. Differences between the re-
sults of the Madrid and the Madrid-2019 force field are quite small
dicular to the interface (i.e. along the z axis). A reservoir of molecules of methane in the
ter. Molecules of methane dissolve into the water solution. The molality of methane in
d and white colors and methane molecules as cyan spheres. Yellow and blue spheres



Fig. 2. Logarithm of the ratio of the molality of methane in pure water m0
CH4

and in
NaCl solutions mCH4

, as a function of the molality of NaCl msalt . Results were obtained
at 200 bar and 324.65 K. Solid line: experimental results [125]; filled and empty
magenta triangles: SD-TIP4P/2005 model as obtained in this work and as reported by
Docherty et al. [16] (at a different pressure and temperature, namely 1 bar and 298 K);
orange empty circles: SD-SPC/E; green filled diamonds: JC-TIP4P/2005 model; green
empty squares: JC-SPC/E; red filled squares: Madrid force field; blue filled circles:
Madrid-2019 force field.

Table 2
Number of contact ion pairs (CIP) and densities for NaCl solutions from the simu-
lations of this work at 200 bar and 324.65 K. The experimental result for the density
of a 4 m NaCl solution as reported in Ref. [128] is shown in parenthesis.

Model mNaCl (mol/kg) CIP Density (g/cm3)

Madrid-2019 2 0.06 e

4 0.11 1.129 (1.130)
SD-TIP4P/2005 2 0.10 e

4 0.20 1.144 (1.130)
JC-TIP4P/2005 2 0.12 e

4 0.22 1.143 (1.130)
JC-SPC/E 2 0.07 e

4 0.15 1.136 (1.130)
SD-SPC/E 2 0.22 e

4 0.50 1.120 (1.130)
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(an expected result as the parameters of the Madrid-2019 force
field for NaCl are just a minor modification of those of the Madrid
force field).

When modelling electrolytes in water one should always eval-
uate and discuss the number of contact ion pairs (CIP) (i.e. the
number of anions in contact with one cation evaluated from the
radial distribution function as explained in Ref. [86]). They are
presented in Table 2. As can be seen for the 4m solution the number
of CIP ranges from 0.11 (Madrid-2019), 0.15 (JC-SPC/E), 0.20 (SD-
TIP4P/2005), 0.22 (JC-TIP4P/2005) to 0.50 (SD-SPC/E). Thus, certain
aggregation of ions exists in the concentrated solutions and this
certainly may have some impact on the salting out. The number of
CIP is certainly related to the solubility of the salt in water (for the
considered model of salt and of water). When studying the salting
out effect (and in general whenmodelling electrolytes inwater) it is
important to check that the number of CIP is not very high (say
above 0.5) as when this occurs the physical description of the
system could be wrong. Wrong densities in combination with
wrong CIP could yield good estimates of salting out effect due to a
cancellation of errors. This is indeed the case of the SD-SPC/E which
gives a reasonable value of the salting out coefficient due to a
wrong density (too low) and a high number of CIP, both factors
contributing to decrease the salting out coefficient. The number of
CIP ion pairs is not available from experiments. Some numbers
were reported for NaCl by Soper and coworkers [126], but they
were obtained from simulations aimed to reproduce the experi-
mental diffraction results rather than from the neutron data (due to
the low contribution of ion-ion correlations to the diffraction
pattern). Soper et al. [126] reported a number of CIP ranging from
0.3 (0.5) at low concentrations to 0.9 (1.0) at high concentrations. As
can be seen the uncertainty is too high and besides they correspond
to simulation rather than to experimental results. In a recent paper
we have shown [127] that for a number of models of salts in water,
the number of CIP at the solubility limit of the models was always
below 0.5. Thus it seems reasonable to assume that the number of
CIP for NaCl in water for concentrations 2 m and 4 m should be
below this value taking into account that the solubility of NaCl in
water is around 6.15 m. Certainly more experimental results on CIP
on electrolytes in water would be most useful. However, the
evidence from simulations [127] is that at the solubility limit the
number of CIP should be below 0.5. The densities of a 4 m NaCl
solution at 200 bar and 324.65 K are also shown in Table 2 and
compared to the experimental result. The Madrid-2019 model
yields an excellent prediction of the density, followed by the JC-
SPC/E model. Densities of the JC-TIP4P/2005 and SD-TIP4P/2005
are higher than the experimental result by about one per cent.
Density of the SD-SPC/E is lower than the experimental result by
about one per cent. The salting out coefficient correlates quite well
with the density. Too high densities yield too high values for the
salting out coefficient. Thus to have reliable values of salting out
coefficient good estimates of the densities are needed. In fact the
solubility of methane is quite sensitive to the overall density of the
system as was noticed by Paschek [13], and Docherty et al. [16,123].

Moreover, we have analyzed the effect of the cutoff of the po-
tential on the salting out. We evaluated the salting out of the
Madrid-2019 model in absence of salt and for a 4 m NaCl solution
increasing the cutoff value from 0.9 nm to 1.4 nm. As can be seen in
Table 3 the value of the solubility, both for pure water and for a 4 m
NaCl solutions decreases somewhat when increasing the cutoff
value. However the variation is similar in both cases so that the
value of the salting out coefficient ln mo

CH4
mCH4

is notmuch affected by the
value of the cutoff.

An interesting question refers to the solvation of methane in
salty solutions. For that purpose we have performed computer
simulations in the NpT ensemble for a system containing methane
(with the number of molecules required to reproduce the solubility
at 200 bar and 324.65 K) and a 4m NaCl solution using the Madrid-
2019 force field. In Fig. 3 the methane-oxygen (water), methane-
Naþ and methane-Cl� radial distribution functions are presented.
As can be seen, methane is mostly surrounded by water. However
some Cl� anions are able to be in contact with the methane
molecule, although the Naþ cations are not able to do the same. For
theMadridmodel the hydration energies of Naþ and Cl� are both of
about 65 kJ/mol as reported by D€opke et al. [105]. Thus the energy
of interaction with water is similar in both ions. Further work is
needed to understand why methane-Cl� pairs are more frequent
than methane-Naþ pairs although it could be related to the larger
size of the anion.

From the radial distribution function, the coordination numbers
of methane, nA, may be calculated as

nA ¼4prA

ðrmin

0

gCH4�AðrÞ r2 dr; (9)

where gCH4�A is themethane-A radial distribution function (A being
either the oxygen of water, Cl� or Naþ) and rA is the number density
of atoms of type A. The integral upper limit rmin is the position of
the first minimum in the radial distribution function in the cases of



Table 3
Simulation results for the salting out of methane in several salt solutions at 200 bar and 324.65 K using the Madrid-2019, Madrid, JC-TIP4P/2005, SD-TIP4P/2005, JC-SPC/E and
SD-SPC/E models. Also the results in the absence of salt for the TIP4P/2005 and SPC/E water model are presented. Experimental data comes from Stoessel and Byrne [125]. The
number in parenthesis represent the estimated error from the standard deviation of four independent runs. The values marked with an asterisk were estimated for a cutoff at
1.4 nm.

Model Salt T (K) p (bar) msalt (mol/kg) mCH4
(mol/kg)

ln

 
m0

CH4

mCH4

!

Sim. Exp.

SPC/E e 324.65 200 0 14.2 (5)�10�2 0 0
JC-SPC/E NaCl 324.65 200 2 5.9 (2)�10�2 0.88 (11) 0.56

4 3.1 (8)�10�2 1.52 (17) 1.11
SD-SPC/E NaCl 324.65 200 2 7.5 (8)�10�2 0.64 (11) 0.56

4 3.6 (6)�10�2 1.37 (15) 1.11
TIP4P/2005 e 324.65 200 0 14.2 (1)�10�2 0 0

0 *12.8 (3)�10�2 0 0
JC-TIP4P/2005 NaCl 324.65 200 2 5.2 (8)�10�2 1.00 (18) 0.56

4 2.2 (8)�10�2 1.86 (18) 1.11
SD-TIP4P/2005 NaCl 324.65 200 2 5.8 (2)�10�2 0.89 (10) 0.56

4 1.9 (5)�10�2 2.01 (15) 1.11
Madrid NaCl 324.65 200 2 8.1 (2)�10�2 0.56 (12) 0.56

4 5.5 (7)�10�2 0.94 (16) 1.11
Madrid-2019 NaCl 324.65 200 2 8.1 (2)�10�2 0.56 (12) 0.56

4 5.3 (6)�10�2 0.99 (16) 1.11
4 *5.0 (3)�10�2 *0.94 (15) 1.11

Madrid-2019 KCl 324.65 200 2 8.7 (1)�10�2 0.49 (13) 0.47
Madrid-2019 MgCl2 324.65 200 2 5.7 (1)�10�2 0.91 (17) 0.87
Madrid-2019 CaCl2 324.65 200 2 4.3 (9)�10�2 1.19 (22) 0.98
Madrid-2019 Na2SO4 324.65 200 1.5 5.2 (6)�10�2 1.01 (13) 1.25
Madrid-2019 K2SO4 324.65 200 0.6 9.8 (1)�10�2 0.37 (08) 0.45
Madrid-2019 MgSO4 324.65 200 1.5 4.6 (6)�10�2 1.13 (20) 0.91

Fig. 3. Radial distribution function between methane and the oxygen of water (OW),
methane-Naþ, and methane-Cl� for a 4 m salty solution described by the Madrid-2019
force field. The number of methane molecules were chosen to reproduce the solubility
of methane in the salty solution as given by the model at 200 bar and 324.6 K.

Fig. 4. Salting out of methane (200 bar and 324.65 K) as obtained from computer
simulations using the Madrid-2019 model. We are showing the results of different salts
having chloride as the anion. The solid curve represents experimental results from
Stoessel and Byrne [125]. The dashed line represents simulation results from this work.
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oxygen and Cl�, and the first inflection point in the case of Naþ. The
hydration number of methane in the 4 m solution is 18.2. The
corresponding coordination number is 1.3 for Cl� while only 0.3
Naþ ions are in the first coordination shell of methane. Experi-
mental reports indicate that the hydration number of methane is 20
when no salt is present [129], so our prediction seem to be in good
agreement with experiment. Our results suggest that one of the
molecules of water in the hydration shell is replaced by Cl� in the
NaCl 4 m solution.

After discussing the results for NaCl solutions we now present
the results for other electrolytes. In Table 3 the numerical data for
the salting out effect of methane in several salty solutions are
collected. The predictions of the Madrid-2019 model are in good
agreement with experimental data for NaCl, KCl, MgCl2 and K2SO4.
This is certainly satisfying as we have included divalent ions that
are usually difficult to be described by common force fields. The
Madrid-2019 force field slightly overestimates the salting out co-
efficient for CaCl2 and MgSO4 and underestimates it for Na2SO4 but
the deviations are not too large.

The capacity of the Madrid-2019 force field to describe the
correct order in the salting out of several salts containing chloride is
shown in Fig. 4. This is a rather difficult test to pass. The Madrid-
2019 force field is able to predict correctly that the salting out co-
efficient of KCl solutions is lower than that of NaCl ones, when
compared at the same concentration. This is in agreement with
experiment. Thus for chloride salts with monovalent cations,
smaller cations induce higher salting out. For divalent cations the
opposite trend is found. In fact in this case the salting out effect of
CaCl2 is larger than that of MgCl2. This trend is correctly described
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by simulations as shown in Fig. 4. The model also is able to capture
these subtle chemical issues. Probably the physical picture can be
unified if one thinks that in the case of magnesium, the true cation
hydration is Mg(H2O)62þ rather thanMg2þ. The hydration number of
Mg2þ is six in the Madrid-2019 force field, and this hydrated cation
is certainly larger than Ca2þ. This idea is supported by two facts. The
first one is that the hydration free energy of Mg2þ is much larger
than that of Ca2þ as has been shown recently by D€opke et al. [105]
(345 vs 271 kJ/mol) for the Madrid-2019 model. Secondly in this
model the residence time of a water molecule in Ca2þ is of about
100 ps whereas that of Mg2þ is extremely large (even in 10 ns no
molecule of water is able to abandon the hydration layer). These
numbers are in agreement with simulation and experimental re-
sults [130]. As can be seen in Fig. 4, for a certain molality the salting
out of the divalent chloride cations is larger than that of mono-
valent cations. This can be explained in simple terms as 1 mol of
NaCl generates 2 mol of ions, whereas 1 mol of CaCl2 generates
3 mol of ions so that an approximate factor of 2/3 (or 3/2) is ex-
pected (all other factors being identical which certainly is a severe
approximation).

Although the main focus of this work was to analyze the salting
out effect, the direct coexistence simulations performed allow us to
obtain some information on the interfacial properties of the gas
with the salty solution. In particular, the interfacial tension (IFT), g,
can be evaluated as

g¼ Lz
2

�
pzz �

�
pxx þ pyy

�.
2
�
; (10)

where z is the direction perpendicular to the interface so that pzz
and pxx,pyy are the normal and tangent components respectively of
the pressure tensor. It is important to point out that IFT are quite
sensitive to the value of the cutoff at which the LJ part of the po-
tential was truncated (Ewald sums in principle correctly include the
long range ionic contributions). Thus, for a rigorous determination
of g one should include long range corrections (LRC) [131e134]
which give a positive contribution to g. We have implemented the
methodology of Lundberg and Edholm [134] and estimated this
correction to be about 2 mJ/m2 for the methane-water interface
(the thickness of the interface was 0.28 nm and the magnitude of
the dispersion density difference squared was
ðDrC6

Þ2 � 1020 ¼ 0:15 J). This is in line with the small value of the
correction found by Naeiji et al. [135]. The values obtained after
including the LRC correction are presented in Table 4.

First of all let us analyze the values of g in the absence of salt. For
the pure water-methane interface we obtained 50.8 mJ/m2 using
the TIP4P/2005 water model. Experimentally, a value of about 54
mJ/m2 has been reported [100,136]. The agreement is quite
reasonable. In addition, we estimate the value of g in absence of salt
by increasing the cutoff value to 1.6 nm andwithout including long-
range corrections to g. We obtained a value of 51mJ/m2. This is very
similar to the value obtained using a cutoff of 0.9 nm and including
the long range corrections to g following the procedure described
in Refs. [134]. For the vapor-liquid interface of pure water at this
temperature the TIP4P/2005 underestimates the value of g by
about 1e2mJ/m2 and it thus seems that a similar deviation is found
for the methane-water interface. For the pure water-methane
interface we obtained 47 mJ/m2 using the SPC/E model of water.
SPC/E underestimates the experimental value of g by about 7 mJ/
m2. Again this is similar to the deviation found at this temperature
in the SPC/E model for the surface tension of the vapor-liquid
interface of pure water. The conclusion is clear. If one is inter-
ested in getting a good value of g for the water-methane interface
(with salt or without salt in the water phase), a water model that
already well describes the value of g for the vapor-liquid interface
of pure water must be used. Models such as TIP3P [92], TIP4P [92]
or TIP5P [137] are not recommended for this type of studies as they
yield very poor values of g for the vapor-liquid interface of pure
water [88,89,138]. TIP4P/2005, followed by TIP4P-Ew [106] and
SPC/E are clearly superior. This is in line with the results obtained
by Sakamaki et al. [139] who compared the results of the water-
pure methane interface of TIP4P/2005 with those obtained when
using SPC/E showing that the agreement with experiment was
much better when using TIP4P/2005.

It is interesting to point out that the prediction of the TIP4P/
2005model for the vapor-liquid surface tension of pure water [138]
at 324 K is around 65 mJ/m2. This means that the water-vacuum
interface has a value of g of 65 mJ/m2 (the vapor pressure of wa-
ter is very low at this temperature) which reduces to about 51 mJ/
m2 due to the methane-water interactions at the interface.

What is the impact of adding salt to the value of g? It is well
known that surface tension increases when adding salt to form an
aqueous solution. According to the Gibbs adsorption isotherm, this
implies that the ions do not adsorb on the surface of water (i.e., they
have negative adsorption). Ions do not like the surface, regardless
whether in the surface, vapor or methane are waiting to interact
with them. They prefer to be solvated. It can be seen in Table 5 that
in all the cases the value of g increased when adding salt. For
instance, the interfacial methane-water free energy increases by
about 6e7 mJ/m2 when adding NaCl to water to form a 4 m solu-
tion. The effect is more pronounced for some salts than for others. It
seems that CaCl2 is quite effective in increasing the interfacial en-
ergy as a 2 m solution increases the value of g by 7 mJ/m2. With
NaCl it is necessary to have a 4 m solution to see a similar increase.

In Fig. 5 the IFT of the methane-water solution (at 200 bar and
324.65 K) is plotted as a function of the molality of the salt (NaCl).
Simulations of this work are compared to experimental values
[100,136]. The Madrid-2019 model describes reasonably well the
experimental results (although they are slightly below the experi-
mental ones). The results of the JC-SPC/E are below those of the
obtained with the TIP4P/2005 model as was discussed previously.
The results for the JC-TIP4P/2005 are below the experimental ones
at low concentrations but close to the experimental ones at higher
concentration. Thus the JC-TIP4P/2005 overestimates the impact of
the salt in the increase in the IFT. We have shifted the values of the
Madrid-2019 model by 3 mJ/m2 (see dashed red line in Fig. 5). As it
can be seenwith this shift the values of the simulations are in good
agreement with experiment. Thus the Madrid-2019 seems to
describe correctly the impact of the salt on the IFT. In any case, more
experimental measurements on the IFT of the methane-brine sys-
tem are needed to establish a solid conclusion.

Let us finish by presenting the density profile of water and
methane along the interface. Results are shown for the pure water-
methane interface (Fig. 6 left) using the TIP4P/2005 model for
water and a LJ site for the methane and for the interface between a
4 m NaCl aqueous solution and methane (Fig. 6 right) using the
Madrid-2019 force field to describe the water-ion interaction.
Notice that the methane molecule presents positive adsorption at
the water-gas interface both for pure water and for the solution as
was also found in previous work ([135,139]). Methane also shows
positive adsorptionwhen salt is added to the solution. With respect
to the ions it is shown in Fig. 6 (right) that the chloride anions have
a higher density than sodium cations in the proximities of the
water-methane interface so that the dipolemoment at the interface
points out from the methane phase to water.

5. Conclusions

In this work we have addressed the issue of the reduction of the
solubility of methane inwater by the addition of salt (i.e. salting out



Table 4
Interfacial tensions for methane in different salt solutions at 200 bar and 324.65 K as obtained in this work using the JC-SPC/E, SD-SPC/E, JC-TIP4P/2005, SD-TIP4P/2005,
Madrid, and Madrid-2019 force fields. Also the results in absence of salt for the SPC/E and TIP4P/2005 water model are presented. Number in parenthesis are the typical
deviation for four runs. The reported results included a long range correction to g estimated following the procedure described in Ref. [134]. The value marked with an asterisk
was estimated using the TIP4P/2005 water model for a cutoff at 1.6 nm and not including long-range corrections to g.

Model Salt T (K) p (bar) msalt (mol/kg) g (mJ/m2) Dg (mJ/m2)

SPC/E e 324.65 200 0 47.5 (2) 0
JC-SPC/E NaCl 324.65 200 2 51.3 (3) 3.8

4 55.5 (4) 8.0
SD-SPC/E NaCl 324.65 200 2 51.3 (4) 3.8

4 55.4 (5) 7.9
TIP4P/2005 e 324.65 200 0 50.8 (3) 0

0 *51.0 (6) 0
JC-TIP4P/2005 NaCl 324.65 200 2 54.9 (5) 4.1

4 60.5 (4) 9.7
SD-TIP4P/2005 NaCl 324.65 200 2 55.1 (2) 4.3

4 59.8 (5) 9.0
Madrid NaCl 324.65 200 2 53.5 (4) 2.7

4 57.9 (5) 7.1
Madrid-2019 NaCl 324.65 200 2 53.8 (2) 3.0

4 57.0 (4) 6.2
Madrid-2019 KCl 324.65 200 2 53.6 (2) 2.8
Madrid-2019 MgCl2 324.65 200 2 56.0 (2) 5.2
Madrid-2019 CaCl2 324.65 200 2 57.7 (3) 6.9
Madrid-2019 Na2SO4 324.65 200 1.5 54.5 (2) 3.7
Madrid-2019 Li2SO4 324.65 200 0.6 51.9 (3) 1.1
Madrid-2019 MgSO4 324.65 200 1.5 55.4 (3) 4.6

Fig. 5. Interfacial free energy at 200 bar and 324.65 K of the methane-aqueous NaCl
solution as a function of the salt concentration. Symbols: experimental results taken
from Kashefi et al. [100] (circle) and Liu et al. [136] (squares). The black solid line
corresponds to a fit of the experimental results. Solid lines are fit to the simulation
results for: Madrid-2019 (red), JC-TIP4P/2005 (blue), JC-SPC/E (green). The red dashed
line was obtained by shifting 3 mJ/m2 the simulation results of the Madrid-2019
model. The results for the SD-TIP4P/2005 and SD-SPC/E models (not shown) were
almost identical to those obtained for the JC-TIP4P/2005 and JC-SPC/E models
respectively.
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effect). We have performed computer simulations to determine the
salting out coefficient. The model used for water is TIP4P/2005. The
methane-water interaction was tuned to reproduce the experi-
mental value of the solubilities. For NaCl we have considered two
type of force fields. The first family is that of models using unit
charges for the ions. The second family is that which is the concept
of charge scaling. The main conclusions of this work are as follows:

� The addition of salt reduces the solubility of methanewhich is in
agreement with experiment.

� The Madrid-2019 force field is able to describe the majority of
the experimental results, not only for NaCl but also for a number
of other salts. It can then be used to obtain interesting conclu-
sions on the salting out effect.

� Force fields that use scaled charges for the ions predict much
better the salting out effect than those that do not use this idea.

� The interfacial free energies between water and a gas under
pressure (methane in our study) increases with the addition of
salt and the Madrid-2019 model yield results that are within
3 mJ/m2 of the experimental ones.

As to the molecular origin of the salting out effect of methane in
electrolyte solutions it is difficult to provide a simple explanation.
Probably the best one it is that proposed by Docherty et al. [16]
some time ago. They showed that the volume fraction of the so-
lution (i.e the fraction of volume occupied by the molecules) in-
creases (at constant T and p) with the concentration of the salt.
Higher volume fraction means that the probability of finding a
cavity where methane can be inserted decreases. That provokes an
increase in the excess chemical potential of methane in water, and
therefore a lower solubility. In short, the electrolyte solution is
more compact (higher volume fraction) than pure water and this
reduces the solubility.

After reading this paper, the thoughts of the reader may go as
follows. If I were interested in the problem of the solubility of
methane in water then probably I should use scaled charges. This
problem of salting out is probably useful for chemical engineers,
but since I am not a chemical engineer and I am not working on
salting out, I will continue with business as usual and I will not use
scaled charges. In our opinion, the community simulating ions in
water is now at a crossing point in the road. It is becoming
increasingly evident that traditional non-polarizable force fields for
ions are not good enough [18,46,61e63,140e142,87] (viscosities,
activity coefficients, solubilities and a number of other properties
been evaluated in the last ten years provide evidence of that).
Certainly polarizable force fields may perform better if adequately
parametrised. However, the idea of introducing scaled charges of-
fers an intermediate route. It can be cheaper than polarizable force
fields and improve the performance of non-polarizable force fields
at zero cost. There is no free lunch so that these models can not
describe everything. In fact the Gibbs free energy of hydration is



Fig. 6. (Left) Density profiles at the water-methane interface (200 bar, 324.65 K). Results were obtained by using TIP4P/2005 for water and methane described by a single LJ site as
described previously. Black solid line: methane; red solid line: water. (Right) Density profile at the NaCl (4 m) solution-methane interface (at 200 bar, 324.65 K). Results were
obtained by using the Madrid-2019 model for the water-ion interaction and methane described by a single LJ site as described previously. Black solid line: methane; red solid line:
water, blue solid line: chloride, green solid line: sodium. The dashed lines are the number densities of chloride (blue) and sodium (green) in mol=ðm3Þ scaled by a factor of 3/20 used
for visual clarity.
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one of the properties that can not be reproduced by models using
scaled charges (although in the Appendix we show that an
approximate theoretical correction brings the results of simulations
close to the experimental ones). We believe that the problem of
salting out is an interesting problem to analyze if the impact on
water properties of force fields using unit charges for the ions is too
large. Further work is needed on this problem and with this work
we hope to attract more people in the community to this inter-
esting problem. The salting out effect can indeed be a school to
learn more regarding force fields of ions in water. As Professor
Stanley Sandler has shown in the past [143], problems that are of
high practical interest such as presented in this work, can also be
very useful to learn more about the fundamental aspects of the
molecular description of thermodynamic properties.
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Appendix1. Correction to the hydration free energy of models
with scaled charges

A property that is often used when designing force fields of ions
inwater is the Gibbs free energy of hydration. The Gibbs free energy
of hydration is defined as the change in Gibbs free energy when a
mole of ions in the ideal gas at a given temperature and pressure
are transferred to pure water (i.e. infinite dilution) at the same
temperature and pressure. Notice that some authors use a slightly
different criteria as they transfer the ions at constant temperature
and volume to water (with this last convention the hydration free
energy corresponds to the excess contribution to the chemical
potential).

In general, models that use scaled charges are not able to
reproduce the hydration free energies found in experiments. In fact
the chemical potentials and hydration free energies of salts tend to
be smaller (in absolute value) than those from experiments
[85,144]. However it is interesting to point out that Leontyev and
Stuchebrukhov [75] suggested to use a theoretical correction
(denoted as DGel) which for a 1:1 electrolyte is given by:

DGel ¼
�
1� 1

εel

� 
q2scaled
2Rþ

þ q2scaled
2R�

!
(11)

In this expression Rþ and R� are the radius of the cation and
anion respectively and εel is related to the electronic contribution to
the dielectric constant of water (εel ¼ 1=ðqscaled=eÞ2) where e is the
charge of the electron. This formula is similar to the Born expres-
sion for the hydration free energy of an ion but with the dielectric
constant of water replaced by the electronic contribution to it
(which has a value smaller than two). When the radius is expressed
in Å the correction to the hydration free energy in kJ/mol is

http://www.upm.es
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obtained as:

DGel

,
ðkJ =molÞ¼ � 1387:7

�
1�

�qscaled
e

�2�

 
ðqscaled=eÞ2
2Rþð�AÞ

þ ðqscaled=eÞ2
2R�ð�AÞ

!
(12)

The previous formula is for a 1:1 electrolyte. For a 1:2 electrolyte
as MgCl 2 one should use

DGel

,
ðkJ =molÞ¼ � 1387:7

�
1�

�qscaled
e

�2�
Table 5
Correction of Born type to the hydration free energy for models with qscaled ¼ 0:85 e. The individual contributions to DGel (in kJ/mol) for Cl�, Liþ, Naþ, Kþ, Mg2þ and Ca2þ were
found to be �85, �115, �82, �66, �431 and �301, respectively. The hydration free energy for the individual ions of the Madrid model obtained from molecular dynamics
simulations by D€opke et al. [105]. are shown as DGMD. The total value (obtained from the sum of DGel as given by Eqs.12e15 and DGMD) is shown as DGthis work

tot . D€opke et al. [105]
suggested to correct the values obtained fromMD by using the simple formula DGtot ¼ DGMD=ðqscaled=eÞ2. Values obtained from this simple formula are presented as DGD€opke

tot .
The results obtained from the simple formula of Eq. (16) are presented as DGthis work 1=q

tot . Experimental values from Schmid et al. [146] and/or Marcus [146,147] are also
presented in the last two columns. All reported values of the Gibbs free energies are shown in kJ/mol.

Salt DGel DGMD DGthis work
tot DGthis work 1=q

tot DGD€opke 1=q2
tot

DGSchmid
exp DGMarcus

exp

LiCl �200 �661 ¡861 �778 �915 �849 �815
NaCl �167 �550 ¡717 �647 �761 �744 �705
KCl �151 �498 ¡649 �586 �689 �671 �635
MgCl2 �601 �2012 ¡2613 �2367 �2785 e �2518
CaCl2 �471 �1699 ¡2170 �1999 �2352 e �2195
 
ð2 qscaled=eÞ2

2Rþð�AÞ
þ2ðqscaled=eÞ2

2R�ð�AÞ

!
;

(13)

where one is taking into account that the charge of the cation is
twice qscaled and that the salt has two chloride anions.

Obviously when qscaled=e ¼ 1 the value of the correction is zero.
For the Madrid model of NaCl qscaled ¼ 0:85 e. It is difficult to esti-
mate the radius of the ion. Marcus [145] suggested to consider the
ion-water distance in solution dion�water (as given by the position of
the first peak of the ion-oxygen distribution function) and to sub-
tract the contribution of water. However it is difficult to estimate
which is the contribution of water. Taking into account that water
orients in a different way to cations and anions Schmid et al. [146]
suggested to use the following expression for the radius of a cation
and of an anion:

Rcation ¼dcation�water � 0:63�A; (14)

Ranion ¼danion�water � 1:40�A; (15)

where 0.63 Å is the covalent radius of oxygen and 1.40 Å is the
estimated value of the radius of water. We shall use these values in
this work.

Values of dion�water for the Madrid-2019 were reported in our
previous work [86]. In Table 5 the estimates of the correction term
for each individual ion and for each individual salt are presented.
The hydration Gibbs free energy of the ions of the Madrid model
have been obtained recently by D€opke et al. [105]. The results ob-
tained after adding the correction term and the MD value are
presented in Table 5 and the agreement with experimental results
[146,147] is quite reasonable. We also present in Table 5 the results
obtained from the prescription proposed by D€opke et al. [105]
which also brings the MD values into reasonable agreement with
the experimental ones. In Table 5 we have also shown the results
obtained by using another simple approximation for the correction
term. As at high dilution the ions interact mainly with water, and as
the charges of the ions are scaled by a factor qscaled=e, one may
assume that the interaction energy with water is scaled by a similar
factor. Thus this second prescription yields:

DGthis work 1=q
total ¼DGMD

.
ðqscaled = eÞ (16)

where DGMD is the Gibbs free energy of hydration obtained from
MD simulations of the model with scaled charges. With this
correction the results tend to be somewhat lower than the exper-
imental ones (see the results in Table 5).
In summary, the hydration free energies of models with scaled
charges can be corrected with a theoretical expression of the Born
type that brings the results into reasonable agreement with
experiment.
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