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ABSTRACT
The last generation of four center non-polarizable models of water can be divided into two groups: those reproducing the dielectric con-
stant of water, as OPC, and those significantly underestimating its value, as TIP4P/2005. To evaluate the global performance of OPC and
TIP4P/2005, we shall follow the test proposed by Vega and Abascal in 2011 evaluating about 40 properties to fairly address this comparison.
The liquid–vapor and liquid–solid equilibria are computed, as well as the heat capacities, isothermal compressibilities, surface tensions,
densities of different ice polymorphs, the density maximum, equations of state at high pressures, and transport properties. General aspects
of the phase diagram are considered by comparing the ratios of different temperatures (namely, the temperature of maximum density, the
melting temperature of hexagonal ice, and the critical temperature). The final scores are 7.2 for TIP4P/2005 and 6.3 for OPC. The results of
this work strongly suggest that we have reached the limit of what can be achieved with non-polarizable models of water and that the attempt
to reproduce the experimental dielectric constant deteriorates the global performance of the water force field. The reason is that the dielectric
constant depends on two surfaces (potential energy and dipole moment surfaces), whereas in the absence of an electric field, all properties can
be determined simply from just one surface (the potential energy surface). The consequences of the choice of the water model in the modeling
of electrolytes in water are also discussed.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0211871

I. INTRODUCTION

Water’s unique physical and chemical properties make it
indispensable for life as we know it, playing a central role in biol-
ogy, meteorology, energy resources, etc.1 Its peculiar behavior as
compared to other substances has been widely studied.2–4 The first
and well-known density anomaly was reported in 1805 by Hope.5
Water presents a maximum in density at 4 ○C, which results in
the solid phase (ice Ih) at ambient conditions being less dense
than the liquid. Furthermore, these anomalies are strengthened in
the metastable supercooled regime.6 For these reasons, computer
simulations have played a key role in trying to improve our under-
standing of the behavior of this complex molecule. A good force
field describing the interaction between the molecules is paramount
for simulations to avoid spurious effects. Ideally, the interaction

energy of a certain configuration should be obtained from quantum
chemistry calculations.7 However, almost exact quantum calcula-
tions can be performed only for small clusters, and faster Density
Functional Theory (DFT) calculations8,9 are merely approximations.
In addition, these calculations are still computationally expensive
and unattainable for investigating certain topics. For instance,
biological systems,10,11 nucleation events,12–14 or water under
extreme conditions15–17 require a simpler and faster (although
admittedly less accurate) description of the interaction energy of the
system to be computationally feasible. The simplest way to perform
atomistic simulations is to employ a rigid non-polarizable force
field.

The history of these water models in computer simulations is
long. They are often classified by the number of interaction cen-
ters, three (3C), four (4C), and five (5C). Non-polarizable water
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models have typically only one Lennard-Jones (LJ) center located
at the position of the oxygen and rigid bond distances (introducing
flexibility does not significantly improve their performance18). Since
one of the main aims of this work is to analyze whether we have
already reached the limit of what can be done using non-polarizable
models, it seems pertinent to provide a brief historical perspective
of the work done in the last fifty years (see also Ref. 19 for another
historical description). We will divide it into seven different
periods. Although this is certainly arbitrary, we do hope it may help
to understand the evolution of the field.

1933. Bernal and Fowler20 proposed the first model of water.
Two positive partial charges were located at the hydrogen atoms,
and a negative one was positioned along the H–O–H bisector. A
Lennard-Jones center was placed at the oxygen.

1970–1980. During this decade, the pioneering studies of
Barker–Watts21 and Rahman and Stillinger22 took place. The goal
was to show that simulations of water were indeed feasible. The
potential model that emerged from this period was ST2,23 which
is a 5C model with positive partial charges on the hydrogens and
negative charges on the lone pair electrons.

1980–1986. Two experimental properties were used to tune the
potential parameters, namely, the density of water and the vapor-
ization enthalpy (ΔHv) at room temperature. That brought a new
wave of water models specially designed to reproduce these two
properties as, for instance, the SPC24 (3C), the TIP3P (3C),25 and
the TIP4P (4C).25 For the SPC and the TIP3P, the negative charge
is located at the oxygen atom, whereas for TIP4P, it is positioned
along the bisector of the H–O–H angle, as in the first water model
from 1933.20

1987. Berendsen and co-workers proposed the SPC/E model
of water26 (3C) introducing a somewhat revolutionary idea: the
so-called “self-polarization energy,” which accounts for differences
in the internal energy due to the electronic redistribution of
water in different phases. The statement was made that rigid non-
polarizable models should only reproduce ΔHv after this correction
was included. Classical simulations of non-polarizable models are
expected to yield vaporization enthalpies that exceed experimental
values. First, this is attributed to nuclear quantum effects, which
reduce vaporization enthalpy by ∼0.4 kcal mol−1, evident when
comparing the vaporization enthalpies of T2O and H2O.27,28 Second,
the electronic redistribution of water molecules in the condensed
phases (polarization) cannot be implemented in classical simula-
tions. These facts defy the idea that the vaporization enthalpy should
be used as a target property when developing water force fields.
Furthermore, in 2011, Vega and Abascal conducted an extensive
evaluation of rigid non-polarizable models (hereinafter referred to
as VA-Test).29 In this assessment, the SPC/E model scored 5.1 out
of 10, surpassing the TIP3P (2.7) and the TIP4P (4.7), thereby
confirming the superiority of Berendsen’s approach.

2000. A new 5C water model TIP5P was presented by Mahoney
and Jorgensen30 introducing a new idea, namely, to use the temper-
ature of the maximum in density (TMD) of water along the room
pressure isobar as a target property. That was indeed a bright idea,
hitherto never considered (although admittedly the estimation of
this property required very long runs, which were not feasible before
that date). However, Berendsen’s suggestion was not adopted since
the model was forced to reproduce the experimental value of the
vaporization enthalpy. It was later shown that the melting point for

this model was quite good, and so was the difference between the
melting temperature and the TMD (11 K, close to the experimental
difference of 4 K), which is much smaller than the 25 K difference
observed for most 3C and 4C models31 (and even for some polariz-
able ones32). Further research showed that it failed in predicting the
vapor–liquid equilibria, surface tension, and response functions (i.e.,
the isothermal compressibility, thermal expansion coefficient, and
the heat capacity).29 In addition, its phase diagram is flawed, mainly
due to the fact that the lone pair electron overestimates the tetra-
hedrality of ices, leading to too high densities for ice polymorphs
and the over-stabilization of ice II.33,34 The score of the TIP5P in the
VA-Test was 3.7, lower than that obtained by SPC/E, tempering the
initial excitement awaken by this model.

2004–2005. A new wave of rigid and non-polarizable water
models emerged combining the ideas proposed by the groups of
Berendsen et al.26 and Mahoney and Jorgensen,30 that is, respec-
tively, to include the self-polarization energy term by purposely
overestimating the enthalpy of vaporization and establishing the
TMD as a key target property. The adopted geometry was that of the
TIP4P, after it had been shown that 3C models tended to provide
poor predictions of the phase diagram of water due to an incorrect
interplay between the forces of the dipole and the quadrupole
moment31,35 and too low values for both the melting temperature
of ice and the temperature of the density maximum.36 Finally, a
technical but relevant issue was addressed: Coulombic interactions
were not simply truncated at the cutoff distance as previously done,
but Ewald sums37 were incorporated to the simulations to properly
deal with the charges. It was at that time that the TIP4P-Ew38 and the
TIP4P/200539 models were proposed. The main difference between
these two models lies in the distance between the oxygen atom and
the location of the negative charge at the M center. According to
the VA-Test, the performance of the TIP4P/2005 model scored 7.2,
significantly improving the description of water compared to all
its predecessors.29 However, these two models failed in reproduc-
ing the dielectric constant of water εr as they underestimated it (by
approximately a 25% compared to the experimental value). Some
models proposed after 2005, still followed the overall spirit of that
time (TIP4P geometry, reproducing the TMD, overestimating ΔHv ,
and having low values of εr) and can be ascribed to this family of
potentials, as, for instance, TIP4P-D40 and a recently developed
model by Jungwirth and co-workers: ECCw2024.41 For reasons that
will be discussed below, these water force fields will be denoted as
ECC models.

2014–2018. After noticing that the dielectric constant for liquid
water of TIP4P-Ew and TIP4P/2005 was too low when compared
to the experimental values, several groups initiated the search of a
model with a better dielectric constant. The TIP4P geometry was
adopted, given its proven success, although allowing for deviations
of the experimental bond lengths and angles, which adds extra
degrees of freedom to the fit. The key ideas of the 2000–2005 period
were preserved: Ewald sums were applied to deal with the Coulom-
bic interactions, the TMD was used for fitting the parameters, and
the enthalpy of vaporization was disregarded. However, and this
is the main difference with the models of the 2004–2005 period,
the dielectric constant of water was included as a target property.
The models proposed at that time were TIP4P/ε,42 TIP4P-FB,43 and
OPC,44 which are similar in spirit. We shall denote these models as
non-ECC models, as opposed to the ones from the previous period.
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Let us now describe the origin of the ECC or non-ECC nota-
tion. Leontyev and Stuchebrukhov in a series of papers45–47 pointed
out that non-polarizable models do not mimic the fast response
of electrons to an external electric field. The dielectric constant of
liquid water at high frequencies (ε∞) tends to a value of about
1.75. Taking into account that the dielectric constant is proportional
to μ2 [see Eq. (1)], the electronic polarization should increase the
dipole moment of water by

√
1.75 = 1.32. Non-polarizable force

fields do not incorporate this contribution, and therefore, their
dipole moments yield smaller values (≈2.2–2.3 D) than the expected
value in liquid water (≈2.8–3.0 D).48–52 The mean field approxi-
mation accounting for this lack of polarizability is known as the
Electronic Continuum Correction (ECC). Thus, non-ECC mod-
els are those that neglect the electronic continuum corrections by
purposely targeting the dielectric constant of water, as opposed to
ECC models. Therefore, we arrive at the conclusion that fitting
the dielectric constant is not a matter of merely adding another
parameter to the fitting procedure, but rather constitutes a concep-
tual quandary. Vega showed that εr differs from other properties
because of its dependence not only on the Potential Energy Sur-
face (PES) but also on the Dipole Moment Surface (DMS).53 He
claimed, putting forward theoretical arguments that the partial
charges used to describe both surfaces need not be the same since
the PES and DMS are independent. In addition, the point charges
used in non-polarizable models are approximations and lack any
physical meaning, therefore discarding the possibility of a “correct”
election of the charges. Obviously, the position and magnitude of
the charges determine the dipolar moment. Thus, dipole moments
providing a good description of the PES of water (around 2.3 D) are
significantly smaller than those needed to describe the DMS (around
2.9 D48–52,54,55), and the same can be said for other substances as
well.56,57

For a non-polarizable force field, the expression of the dielectric
constant (under Ewald conducting boundary conditions37,58,59) is as
follows:

εr = 1 + 4πρμ2G
3kBT

, (1)

where ρ is the number density, kB is the Boltzmann constant, T
is the temperature, μ is the dipole moment of the molecule of
water in the non-polarizable model of water, and G is the polariza-
tion factor that measures the orientational fluctuations of the unit
vectors of the dipoles. Equation (1) is paramount for understanding
the differences between ECC and non-ECC models. The dipole
moment μ of the ECC non-polarizable force field is much smaller
(by about 20%–30%) than the true dipole moment of water in
the liquid phase, and therefore, the dielectric constant is expected
to be severely underestimated when using this formula despite a
correct description of G.54 Although non-ECC models tend to have
larger dipole moments (2.4–2.49 D),42–44 their values are still lower
than the expected true dipole moment of water in the condensed
phase (≈2.9 D48–52). From Eq. (1), it is evident that since μ is
still underestimated by non-ECC models, its square should yield a
dielectric constant lower than the experimental one if G was properly
described.

After this historical introduction, we arrive at the question that
motivated this work: Are non-ECC models of water superior to ECC

models in describing the overall properties of water? To answer it,
we shall implement the VA-Test using the properties and the score
system proposed in the original paper.29 We evaluate about 40 prop-
erties (grouped in 14 categories). The resulting numerical outcome
for each property is obtained from the relative error of the water
model when compared to the experimental result as described in
Ref. 29 and briefly summarized in Sec. III. We compare two repre-
sentative models of the ECC and non-ECC categories: TIP4P/2005
and OPC, respectively. The TIP4P/2005 model is well established as
a reliable choice for modeling water, accurately reproducing many
of its properties and earning recognition as one of the best rigid and
non-polarizable models.17,29,33,60–64 The OPC is selected as a work-
case of the non-ECC family. In fact, the manual of AMBER65,66 states
that OPC should be regarded as a suitable force field for replacing
the widely (but far from satisfactory) TIP3P model. To implement
the VA-Test, we have computed a number of properties for the OPC
that have not been reported so far. It will be shown that OPC, despite
being a good water potential, obtains a lower score than TIP4P/2005.
It must be noted that although both models follow the key ideas for
developing a well-behaved non-polarizable model (accounting for
polarization energy, negative charge located on the H–O–H bisector,
and using PME for the Coulombic potential), the target properties
used to obtain the parameters for each water model were slightly
different. TIP4P/2005 targeted the TMD, the density at 298 K, the
density of ice (II) and ice (V), the enthalpy of vaporization at room
temperature, and the stability of ice (III). OPC used as target prop-
erties the density, enthalpy of vaporization, diffusion coefficient,
location and height of the first peak of the oxygen–oxygen radial
distribution function, and the dielectric constant (all at room tem-
perature and pressure). However, since TIP4P/2005 and OPC yield
very similar radial distribution functions, TMDs, and self-diffusion
coefficients (see Table II and the supplementary material), it is clear
that the main difference in the design of both models is to include
(OPC) or not (TIP4P/2005) the dielectric constant as a target prop-
erty. Notice that this difference is also conceptual as it suggests
that it is possible to reproduce both the PES and the DMS with
the same set of charges (this is the key assumption in the develop-
ment of OPC) or to admit that it is not possible to reproduce both
surfaces with the same set of charges (this is a key assumption in
the development of TIP4P/2005). Thus, it appears that reproduc-
ing the dielectric constant can be directly associated with the slight
decline in the overall performance of the OPC water model. This
very fact prompts the conclusion that we have reached the limit
of non-polarizable models with the 4C geometry and that further
improvement within this geometry although possible would be quite
small. Recently, a comparable conclusion has been drawn regard-
ing the 3C geometry,67,68 although 4C models notably enhance the
performance of 3C models. Finally, we would like to point out that
the adoption41,53–57,69–75 or rejection of the ECC approach holds sig-
nificant implications in the study of electrolyte solutions, being the
charge of the ions related to the dielectric constant through the
Debye–Hückel (DH) theory,76,77 as will be discussed at the end of
Sec. III.

II. METHODOLOGY AND SIMULATION DETAILS
To implement the VA-Test, several properties need to be eval-

uated. For the TIP4P/2005, all properties were already reported
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TABLE I. Force field parameters for TIP4P/2005 and OPC water models.

Model Charge (e) σii (Å) ϵii (kJ/mol) dOH (Å) dOM (Å) Θ (○) μ (D) QT (DÅ)

TIP4P/2005

O 0 3.158 9 0.774 9 0.9572 0.1546 104.52 2.305 2.297
H 0.5564
M −1.1128

OPC

O 0 3.166 55 0.890 36 0.8724 0.1594 103.6 2.48 2.3
H 0.6791
M −1.3582

in the original 2011 paper, and we will use the values from that
publication.29 However, some properties (marked in bold font in
Table I) have been recalculated in this work for the TIP4P/2005 to
improve the accuracy of the originally reported values. Neverthe-
less, for OPC, we have computed all the properties required for the
VA-Test. The parameters of both models are summarized in Table I.
For the liquid phase, we have performed NpT simulations at 1 bar
using the GROMACS 4.6.7 package with systems of 555 water
molecules for the TIP4P/2005 and the OPC potentials. All the sim-
ulations were run with double precision. The leap-frog algorithm
was used with a time step of 2 fs for integrating the equations of
motion, and the water geometry was constrained with the LINCS
algorithm.78 The pressure and temperature were fixed by using
an isotropic Parrinello–Rahman barostat79 and the Nose–Hoover
thermostat80 with 2 ps relaxation times. Energy and pressure
corrections were included to the LJ part of the potential. The
cutoff employed was 10 Å for both electrostatic and dispersive
forces. Simulations were carried out with the particle mesh Ewald
(PME) to deal with electrostatics.81 We run 200 ns on average and
discarded the equilibration time (10–20 ns) for estimating the
densities and its derivative properties (heat capacity, isothermal
compressibility, and thermal expansion coefficient). The heat capac-
ity and the isothermal compressibility were estimated from these
runs by the well-known expressions of the fluctuations in the
enthalpy and the volume, respectively,

κT =
⟨ΔV2⟩

kBT⟨V⟩ ,

Cp =
⟨δH2⟩
kBT2 ,

(2)

where V stands for the volume of the system and H stands for its
enthalpy. Liquid simulations comprised the range of temperatures
between 240 and 450 K. The densities as a function of tempera-
ture were fitted to a third-order polynomial. It is worth mentioning
that when fitting the simulation points, it is a good practice82 to
have the same distance in degrees on either side of the maximum
since the density decays more rapidly at temperatures lower than
the TMD. Fitting only the right-side part of the density curve has
led to under-estimations of around 2 K for this property in the
past.42 Therefore, the temperatures comprised for determining the

TMD were 245–300 K for OPC and 245–315 K for TIP4P/2005. The
thermal expansion coefficient αp was also calculated,

αp =
1
V
(∂V
∂T
)

p
= ρ(∂(1/ρ)

∂T
)

p
. (3)

Since both models are non-polarizable and rigid, the dielectric
constant is simply obtained by the following expression when
conducting periodic conditions are applied:37,58,59

εr = 1 + 4π
3kBTV

⟨M2
x +M2

y +M2
z ⟩, (4)

where Mx is the value of the component X of the total dipole
moment. For the solid phases, all the simulation details remain
the same, but an anisotropic Parrinello–Rahman barostat was used
instead.79,83 Simulations of 10–20 ns were enough for calculating the
densities of different ice polymorphs.

Regarding the liquid–vapor properties, we performed NVT
simulations of direct coexistence using GROMACS 2018 for 15 ns
with a box comprised of 6660 molecules The size of the simula-
tion box was Lx = Ly = 5.23 nm and Lz = 16 nm (being the z axis
perpendicular to the liquid–gas interface). The leap-frog algorithm
was used with a time step of 2 fs. The temperature was fixed with
the Nosé–Hoover thermostat with a coupling of 2 ps. We used
PME both for electrostatics and for the LJ part of the potential. The
real space contribution was truncated at 14 Å. The Fourier space
contribution was computed using a spacing of 0.15 nm. The tol-
erance was set at 0.001. Notice that since we are using PME, the
potential is not truncated. From these simulations, we calculated the
orthobaric coexisting densities of both phases through the density
profile. This also enabled the estimation of the vapor pressure (pv)
at coexistence, which is merely the component of the pressure
perpendicular to the interface (pN ). Finally, the surface tension σ was
obtained by computing the components of the pressure tensor,84

σ = Lz

2
[pN − pT] =

Lz

2
⟨Pzz −

1
2
(Pxx + Pyy)⟩. (5)

The simulation points of the surface tension were fitted to the
following expression:85

σ = c1(1 − T
Tc
)

11/9
[1 − c2(1 − T

Tc
)], (6)
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where the first term represents the Guggenheim86 corresponding-
state law. The vapor pressure has been adjusted to Antoines’ law,87

ln (pv) = Apv +
Bpv

T + Cpv
. (7)

The difference in density between the liquid ρl and the gas ρg
phase at coexistence was fitted to the following expression:63

ρl − ρg = A0∣τ∣βc + A1∣τ∣βc+Δ + A2∣τ∣βc+2Δ + A3∣τ∣βc+3Δ, (8)

where τ = 1 − T/Tc, βc = 0.325, and Δ = 0.5. Similarly, the sum of the
liquid and gas densities can be written63 as

ρl + ρg = 2ρc +D1−α∣τ∣1−α +D1∣τ∣, (9)

where we used the value α = 0.11.
For computing the transport properties, a larger system was

employed (4440 molecules). We first equilibrated the system for
20 ns in a NpT simulation. Subsequently, we simulated the system
for 50 ns in the NVT ensemble, for which the pressure tensor, Pαβ(t)
(for components with α ≠ β), was saved on disk every 2 fs. The
shear viscosity was evaluated using the methodology proposed by
González and Abascal88 following the Green–Kubo formalism,

η = V
kBT∫

∞

0
⟨Pαβ(t) Pαβ(0)⟩ dt. (10)

For the diffusion coefficients (D), we used the Einstein relation,

D = lim
t→∞

1
6t
⟨[ri(t) − ri(0)]2⟩, (11)

where ri(t) and ri(0) are the position of the ith particle at time t and
at a certain origin of time, respectively.

The melting point of ice Ih was determined by using the
direct coexistence technique.89,90 A solid phase containing 2000
molecules of ice Ih was put in contact with 2000 molecules of
liquid water by exposing the secondary prismatic plane of ice. Once
again, we utilized the Nosé–Hoover thermostat and an anisotropic
Parrinello–Rahman barostat with a relaxation time of 2 ps. The
cutoff radius was set at 10 Å for dispersive and electrostatic inter-
actions. Long-range corrections to the pressure and the energy for
the LJ part of the potential were applied, and PME was used for the
Coulomb potential.

A final comment regarding theoretical corrections is necessary.
All the results presented in this study comprise raw data obtained
from simulations without any ad hoc adjustments, whether theoreti-
cally or conceptually appropriate.19,26,46 Theoretical corrections can
provide valuable insights into understanding the shortcomings
of a model. Various corrections have been proposed for several
properties, such as the vaporization enthalpy,19,26 or for the heat
capacity (attributable to nuclear quantum effects).38 However, incor-
porating such corrections may erroneously suggest that the models
accurately describe experimental properties when, in fact, they do
not.

It is important to note that corrections for finite size effects,
such as the Yeh–Hummer correction for diffusion coefficients,91

belong to a distinct category. These corrections address issues

arising from the utilization of small system sizes in the simulations.
They should be regarded as adjustments to the simulations rather
than to the model itself. Thus, the transport properties com-
puted here were obtained for systems containing 4440 molecules,
and for the diffusion coefficients, we included the Yeh–Hummer
corrections.91

III. RESULTS
All the properties computed in this work for OPC and

TIP4P/2005 are presented in Table II. For each property, a certain
score S between zero (poor agreement with experiment) and ten

TABLE II. Calculated properties for the selected ECC (TIP4P/2005) and non-ECC
(OPC) models. For the OPC, all the results shown here were obtained in this work.
For TIP4P/2005, all the values were reported in 2011.29 The recalculated values from
this work for TIP4P/2005 are shown in bold. In italics, we show the targeted properties
of each model. For the diffusion coefficients, we also provide the numerical value of
the D in square brackets [D ×105].

Exp. TIP4P/2005 OPC

Enthalpy of phase change (kcal/mol)

Δ Hmelt 1.44 1.13 1.07
Δ Hvap 10.52 11.99 12.90

Critical properties

Tc (K) 647.1 641.4 697
pc (bar) 220.64 146 168
ρc (g cm3) 0.322 0.31 0.291

Surface tension (mN m−1)

σ300K 71.7 69.3 75.3
σ450K 42.88 41.8 54.3

Melting properties

Tmelt (K) 273.15 250 252 244.5
ρliq (g/cm3) 0.997 0.994 0.996
ρsolid (g/cm3) 0.917 0.921 0.895
dp/dT (bar K−1) −140 −132 −90

Orthobaric densities (g/cm3) and TMD (K)

TMD 277 277.3 270.1
ρ298K 0.999 0.997 0.993 0.998
ρ400K 0.9375 0.935 0.93 0.942
ρ450K 0.8903 0.885 0.879 0.900

Isothermal compressibility (10−6/bar−1)

κT (1 bar; 298.15 K) 45.3 46.4 46 44.5
κT (1 bar; 360 K) 47 50.9 44.4

Gas properties

pv (bar) (350 K) 0.417 0.13 0.07
pv (bar) (450 K) 9.32 4.46 2.45
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TABLE II. (Continued.)

Exp. TIP4P/2005 OPC

Heat capacity at constant pressure (cal mol−1 K−1)

Cp (liq 298.15 K; 1 bar) 18 21.4 21.1 20.20
Cp (ice 250 K; 1 bar) 8.3 14 15.50

Tm-TMD-Tc ratios

Tm(Ih)/Tc 0.422 0.390 0.351
TMD/Tc 0.428 0.432 0.388
TMD-Tm 4 27 25.6

Static dielectric constant

ϵr (liq; 298 K) 78.5 57 78

Densities of ice polymorphs (g cm−3)

ρ (Ih 250 K; 1 bar) 0.92 0.921 0.921 0.894
ρ (II 123 K; 1 bar) 1.19 1.211 1.199 1.176
ρ (V 223 K; 5.3 kbar) 1.283 1.272 1.273 1.239
ρ (VI 225 K; 11 kbar) 1.373 1.369 1.38 1.335

EOS high pressure (g/cm3)

ρ (373 K; 10 kbar) 1.201 1.204 1.189
ρ (373 K; 20 kbar) 1.322 1.321 1.299

Self-diffusion coefficient (cm2 s−1)

ln(D278K) [D ×105] −11.24 [1.31] −11.23 [1.33] −11.14 [1.46]
ln(D298K) [D ×105] −10.68 [2.30] −10.67 [2.32] −10.65 [2.38]
ln(D318K) [D ×105] −10.24 [3.57] −10.25 [3.52] −10.25 [3.52]
Ea (kJ/mol) 18.4 18.0 16.3

Shear viscosity (mPa s)

η (1 bar; 298 K) 0.90 0.82 0.79
η (1 bar; 373 K) 0.28 0.28 0.30

(good agreement with experiment) will be assigned following the
expression proposed by Vega and Abascal,29

S = max{anint[10 − abs((X − Xexp) ⋅ 100
Xexp ⋅ tol

)], 0}, (12)

where X is the magnitude obtained by the water model under con-
sideration, Xexp is the experimental value, and anint is the nearest
integer Fortran function. This is equivalent to the function of work-
sheets denoted as round function. Notice that there was a typo in
Eq. (1) of Ref. 29 where min (minimum) was written instead of max
(maximum). The magnitude tol (tolerance) represents a percentage
deviation, and it adopts the values 0.5, 2.5, and 5 per cent depending
on the property. We shall mirror all the tolerance values selected in
the original publication.29 If the prediction is within 0.5 times, the
tolerance the score is ten points. If the deviation is between the 1.5
and 0.5 times the tolerance, the score is nine points, and so on. For a

TABLE III. Scores for all the properties computed in this work for the ECC
(TIP4P/2005) and non-ECC (OPC) models. The values in bold are the average
score from each block of properties.

TIP4P/2005 OPC

Enthalpy of phase change 5.0 3.0
Δ Hmelt 6 5
Δ Hvap 4 1
Critical properties 7.3 6.0
Tc 10 7
pc 3 5
ρc 9 6
Surface tension 9.0 4.0
σ300K 9 8
σ450K 9 0
Melting properties 8.5 5.8
Tmelt 7 6
ρliq 9 9
ρsolid 9 5
dp/dT 9 3
Orthobaric densities and TMD 9.5 9.0
TMD 10 9
ρ298K 10 10
ρ400K 9 9
ρ450K 9 8
Isothermal compressibility 9.0 9.5
κT (1 bar; 298.15 K) 10 10
κT (1 bar; 360 K) 8 9
Gas properties 0 0
pv (350 K) 0 0
pv (450 K) 0 0
Heat capacity at constant pressure 3.0 4.0
Cp (liq 298.15 K; 1 bar) 6 8
Cp (ice 250 K; 1 bar) 0 0
Tm-TMD-Tc ratios 7.7 7.0
Tm(Ih)/Tc 8 7
TMD/Tc 10 8
TMD-Tm 5 6
Static dielectric constant 5.0 10
ϵr (liq; 298 K) 5 10
Densities of ice polymorphs 8.3 4.8
ρ (Ih 250 K; 1 bar) 10 4
ρ (II 123 K; 1 bar) 6 8
ρ (V 223 K; 5.3 kbar) 8 3
ρ (VI 225 K; 11 kbar) 9 4
EOS high pressure 10 7.5
ρ (373 K; 10 kbar) 10 8
ρ (373 K; 20 kbar) 10 7
Self-diffusion coefficient 9.0 8.5
ln(D278K) 9 9
ln(D298K) 9 9
ln(D318K) 8 8
Ea 10 8
Shear viscosity 9.0 8.5
η (1 bar; 298 K) 8 8
η (1 bar; 373 K) 10 9

Total score 7.2 6.3
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deviation larger than ten times the tolerance, we assign zero points.
The score S is obtained after evaluating the relative error of a certain
property by the water force field. In this way, a value is assigned for
each property, which is then encompassed into thematic blocks that
are finally averaged with equal weights, obtaining a global score for
each model. All the scores are collected in Table III.

We begin by presenting the liquid–vapor equilibria for the OPC
model, which has not been studied extensively. The coexistence den-
sities for both models are depicted in Fig. 1. The critical temperature
(Tc) for the OPC has been calculated following Eqs. (6) and (8) for
six temperatures between 500 and 625 K. Equation (6) was trun-
cated in the second term (using only the parameters A0, A1, and τ
for the non-linear fit). The estimates from both equations differ only
by 1 K, leading to an average value of Tc = 697 K. The critical density
is simply obtained by representing the semi-sum of the liquid and
the vapor densities as shown in Eq. (9) and extrapolating it to
Tc. It can be seen that the TIP4P/2005 model provides remarkable
results for both phases, closely aligning with the experimental critical
temperature and density. In contrast, the densities of the OPC
model begin to deteriorate above 500 K, leading to a higher critical
temperature (Tc) and a slightly lower critical density (ρc) than the
experimental ones. The results for the critical properties are collected
in Table II.

The surface tension (σ) remained an elusive property for
molecular simulations at the beginning, yielding different values
from various studies, since it is very susceptible to the system size96

and to the truncation of the potential,97 both which increase the
computation time. Due to the unlike densities of both phases, when
this property is calculated via direct-coexistence, tail corrections
must be included, as shown by previous studies.64,93,98–100 Neverthe-
less, with current computational resources, these problems can be
overcome by using PME both for the electrostatics and for the LJ
potential, as we do in this work (see Sec. II). In Fig. 2, σ is depicted
as a function of temperature for the TIP4P/2005 (from Refs. 64 and
93) and for the OPC along with experimental results.94,95 It can be
seen that the TIP4P/2005 provides excellent results for the surface
tension. On the contrary, the OPC model overestimates σ across
the entire range of temperatures studied, exhibiting an approximate

FIG. 1. Coexistence densities of the vapor–liquid equilibria for the OPC model
compared with the TIP4P/2005 (from Ref. 63) and experimental results from Ref.
92.

constant offset of 8 mJ/m2. Our value at 300 K of σ for OPC is
in good agreement with the value reported by Tempra et al.101 at
298 K.

On the other hand, the results of the vapor pressure for both
models as a function of temperature are summarized in Fig. 3. It
is notable that neither model is able to reproduce this property,
although the underestimation of the OPC is significantly larger
than that of the TIP4P/2005. Despite this fact and due to the large
overestimation of the critical temperature of the OPC, its critical
pressure is closer to the experimental one if compared with the
TIP4P/2005. Nevertheless, the deviation is still large (around 25%).
The fact that most non-polarizable models fail to reproduce the
vapor pressure was already pointed out by Vega and Abascal,29 with
the notable exception of TIP4P102 (at the cost of deteriorating other
properties).

Notice that pv can only be estimated by direct coexistence for
moderately high temperatures (ideally above 400 K), where the pres-
sure is at least of a couple bars, so the magnitude is significantly
higher than its error. Thus, the lowest temperature for which we
have estimated the vapor pressure in this work is 450 K (a less precise
value of pv is found in Table II at 350 K, where the vapor pressure
was estimated through the density profile, and the gas is assumed
to be ideal). The fact that pv is underestimated by both models can
be linked to the overestimation of ΔHv (12.9 kcal/mol for OPC,
11.99 kcal/mol for TIP4P/2005, and 10.5 kcal/mol for the experi-
ment). Yielding higher values of ΔHv means that the energies of
the liquid are over-estimated (in absolute value, that is, that the
energy of the liquid is more negative than the experimental one).
The same is true for its chemical potential (μ). At coexistence, μ is
equal for both phases, and in the case of the vapor, it can be treated
as an ideal gas [so μ ≈ kBT ln(ρ)]. Since we have established that the
chemical potential of the model is underestimated, the density of the
gas is underestimated too [exp(μ/kBT) ≈ ρ], and the same happens
for the vapor pressure. Thus, larger vaporization enthalpies imply
lower vapor pressures. This is precisely what is observed in Fig. 3.
At this point, it is worth mentioning that TIP3P, TIP4P, or TIP5P
models, which reproduce the vaporization enthalpy of water at room
temperature, significantly underestimate the critical temperature of

FIG. 2. Surface tension of water for the OPC (this work) and the TIP4P/2005 (cir-
cles from Ref. 64 and crosses from Ref. 93) compared with experimental data
(from Refs. 94 and 95). Fits to the simulation results were obtained from Eq. (6).

J. Chem. Phys. 161, 044505 (2024); doi: 10.1063/5.0211871 161, 044505-7

Published under an exclusive license by AIP Publishing

 25 August 2025 10:11:53

https://pubs.aip.org/aip/jcp


The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

FIG. 3. Fits to the vapor pressure (in bar) using Eq. (7) for the OPC (this work)
compared with the TIP4P/2005 (from Ref. 63) and experimental results (from
Ref. 103).

water, Tc (by about 80 K). On the other hand, models overestimating
ΔHv yield closer values to the experimental one (SPC/E underesti-
mates Tc by 25 K and TIP4P/2005 only by 4 K). Therefore, since
ΔHv is higher for the OPC model than for TIP4P/2005, it is not
surprising that the former overestimates the critical temperature by
50 K. For rigid non-polarizable models, there exists a correlation
between the value of the vaporization enthalpy and the critical
temperature. Guillot initially observed this phenomenon for several
rigid non-polarizable models.104 We depict this correlation in
Fig. 4(a) for various 4C models. It is shown that a value of
∼12 kcal/mol is considered the optimal choice for accurately repro-
ducing the critical point. Berendsen and co-workers were the
first ones using this approach implicitly, as SPC/E26 is indeed a
better model than SPC even though it overestimates the vapor-
ization enthalpy. However, the use of Berendsen’s correction to
the vaporization enthalpy in a water model does not guarantee
a good critical temperature. This is exemplified by the fact that
although Berendsen’s correction was implicitly taken into account
when designing the OPC model, this model still considerably
overestimates Tc [Fig. 4(a)]. Regarding the value of the corrected
enthalpy of vaporization, Berendsen’s correction26 should be treated
with caution, as it is not universally accepted. Leontyev and
Stuchebrukhov showed that the polarization correction as imple-
mented by Berendsen et al. is not totally consistent since it uses
the dipole moment of the model of water (which is incorrect) and
not the actual dipole moment of water in the liquid state.47 Using
the value of real water’s dipole moment in Berendsen’s corrections
would lead to an extremely large and positive polarization correc-
tion. These authors46 along with Jorge and co-workers19,105 argue
that the polarization correction has two contributions, namely, the
distortion correction (which is positive) as given by Berendsen’s
expression but using the actual dipole moment of water, and the
electronic screening correction, which is of opposite sign so that
the sum of both terms is very small and positive. Furthermore,
some of the present authors have recently proposed a new type
of correction to the vaporization enthalpy and the hydration free
energy of water.106 It involves computing the chemical potential

FIG. 4. (a) Correlation between the critical temperature (Tc) and the vaporiza-
tion enthalpy at 298 K (ΔHv,298K) for several rigid four-centered non-polarizable
models: TIP4P from Ref. 102, TIP4P-Ew from Refs. 38 and 63, OPC (this work),
and TIP4P/2005 and TIP4P/Ice from Refs. 29 and 63. The red line shows a linear
correlation between both properties. The green point depicts the experimental
value of the vaporization enthalpy and the critical point, and the green dashed
line interception with the red line provides the optimal value of ΔHv for reproduc-
ing Tc with 4C non-polarizable models. (b) Sketch (adapted from Ref. 53) of the
PES for the liquid (black solid line) and for the vapor (blue solid line) as a function
of phase space obtained from first principles. The red dashed line represents the
energies of the liquid for a model that reproduces the absolute values of the poten-
tial energy (as, for instance, TIP4P) and the vaporization enthalpy (red dotted
curve plus the RT contribution coming from the pV term of the gas), whereas the
green dashed line depicts a model able to capture the gradient of the potential
energy (e.g., TIP4P/2005) but not the vaporization enthalpy (green dotted curve
plus RT). Vertical lines represent the mean value of the potential energy (⟨Ul⟩), it
being one of the main contributions to the vaporization enthalpy ΔHv .

and partial molar enthalpy of a “test particle,” specifically a modi-
fied TIP4P-2005 particle (denoted as an ECS molecule with charges
3.5% lower than the original model). This is done within a fluid
of TIP4P/2005 molecules for each thermodynamic state resulting
in an excellent description of these two properties up to the criti-
cal temperature. The tendency of early water models to accurately
reproduce the enthalpy of vaporization is primarily due to the fact
that this property is easily accessible experimentally and straightfor-
ward to calculate computationally. However, attempting to repro-
duce it with a classical model can be conceptually flawed because
these models, lacking electrons, are unable to account for the change
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in internal energy that occurs due to the reorganization of electron
clouds during the phase change. Therefore, necessarily, reproduc-
ing this property will entail a trade-off with other properties. This
is schematically and rather intuitively represented in panel (b) of
Fig. 4. The black solid line represents the energy of liquid water (as
would be obtained by exactly solving the Schrödinger equation) as
a function of the positions of the molecules (represented by R3N). In
the red dashed line, the energy of the liquid is shown for a model
that yields values similar to those of real water for a certain con-
figurational space, deviating slightly in neighboring phase spaces.
The dotted lines represent the average potential energy (the residual
contribution to the internal energy) of the liquid in the configu-
rational space. Therefore, the model described in red will be able
to provide an appropriate value for the enthalpy of vaporization,
as the energy of the gas phase is close to zero. In green (dashed
line), another model is shown, which systematically underestimates
the energy of the liquid but is parallel to it. Evidently, this model
overestimates the enthalpy of vaporization. However, simulations of
the system with the black solid curve (exact energies) and with the
green dashed curve will generate identical trajectories and, therefore,
identical transport and thermodynamic properties (energies differ-
ing by a constant value), as in simulations only relative energies
between configurations (i.e., Monte Carlo technique) or forces (i.e.,
gradient of the energy) are relevant. Of course, this sketch is an
idealization (the green dashed curve is exactly parallel to the solid
curve in our example), but it illustrates the point. TIP4P behaves as
the red dashed curve, and TIP4P/2005 behaves as the green dashed
curve (although, of course, it is not exactly parallel to the solid
curve). This reasoning was already mentioned in Ref. 53 and is
further expanded here. We believe that the success of TIP4P/2005,
where relative energies (not absolute energies) between configu-
rations are better represented, might be due to the correlation
between the enthalpy of vaporization and the critical tempera-
ture shown in panel (a) of Fig. 4 since the latter, representing a
limit in the phase diagram, is a key feature of a good-performing
model.

In conclusion, in terms of liquid–vapor properties, the
TIP4P/2005’s “weak spot” is undoubtedly the vapor pressure.
Consequently, the fact that the predictions for pv provided by
the OPC lie even further away from the experiments along with
its overestimation of Tc and σ results in this model yielding
worse estimates for the critical properties and for the liquid–vapor
equilibrium, generally speaking. This difference in performance can
be easily observed in Tables II and III.

We now introduce the melting and ices properties. In 2020,
Onufriev and co-workers reported a melting point for the OPC
model of 242.1 K using the direct coexistence technique.107 In this
work, we have also conducted direct coexistence simulations for the
OPC, as depicted in Fig. 5, obtaining a melting temperature (Tm)
of 244.5 K. Both values concur within the error bar. The melting
point for the TIP4P/2005 model is higher (250 K36,108) and closer
to the experimental melting point of ice (273 K). As a matter of
fact, both models exhibit large deviations from the experimental
behavior. This is because they were parameterized to reproduce the
TMD. As we have already mentioned, these two temperatures are
correlated and, for non-polarizable models, exhibit a difference
of around 25 K,31,36 as compared to the experimental difference
of 4 K.

FIG. 5. Evolution of the potential energy as a function of time for direct coexistence
(water-Ih) NpT simulations for the OPC model at 1 bar and different temperatures.

Concerning the melting enthalpies (ΔHm), both models under-
estimate the experimental value (see Table II), with OPC showing a
slightly larger deviation. Additionally, OPC significantly underesti-
mates the density of ice Ih, which has consequences regarding the
(i.e., dpmelt/dT) of the melting curve. The experimental slope is about
−140 bar/K, whereas we have estimated −90 bar/K for OPC and
−132 bar/K for TIP4P/2005. Therefore, the melting temperature
of ice Ih for OPC will change much more with pressure when
compared to the experimental findings (due to its larger dTmelt/dp
value).

Let us turn our attention to the discussion of the densities of ice
polymorphs for each model under investigation. While the liquid
phase of water has often been the focus of extensive studies, many
authors have insisted upon the relevance of ices when developing
water potential models.34,109,110 In addition, recent years have seen a
growing interest in the simulation of ice and gas hydrates.12,14,111–115

Therefore, we believe that an accurate model should also extend its
descriptive capabilities to various ice polymorphs. Our examination
focuses on densities due to their simplicity in both experimental
and simulation measurements. We shall consider an ice with proton
order (ice II) and ices with proton disorder, such as Ih, V, and
VI. We used the algorithm of Buch et al.116 to generate the proton
disorder. Looking at the results in Table II, it becomes evident that
the TIP4P/2005 model closely aligns with experimental densities for
all the studied ice polymorphs (Ih, II, V, and VI). In contrast, the
OPC model shows bigger deviations from experiments.

In our exploration of densities under different conditions, we
also delved into the Equation of State (EOS) of liquid water at
high pressures for an isotherm (373 K). The results presented in
Table II demonstrate that at both pressures (10 and 20 kbar), the
TIP4P/2005 model outperforms the OPC model. The latter notably
underestimates densities in both cases.

This comparison highlights a consistent trend: the OPC model
fails in describing the densities of various ice polymorphs and
liquid water under high-pressure conditions obtaining scores of
4.8 and 7.5, respectively (see Table III). In contrast, the TIP4P/2005
model consistently reproduces the experimental observations
scoring 8.3 and 10, thus showing its robust performance across
different scenarios.
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As previously discussed, water models developed in the
2004–2005 period, exemplified by TIP4P/200539 and TIP4P/Ew,38

were aimed at reproducing the TMD and incorporated the idea of
the self-polarization energy implicitly by not targeting the vaporiza-
tion enthalpy. In a recent study, we conducted a precise evaluation
of the TMD for TIP4P/2005,117 obtaining a value of 277.3 K, which
remarkably aligns with the experimental TMD of water at 277 K.
Subsequently, in this work, we have extended this analysis to accu-
rately assess the TMD of the OPC model. Figure 6 displays the
densities of both models as a function of temperature. The results
indicate that they effectively replicate the densities of liquid water
at room temperature. However, a noticeable distinction emerges at
lower temperatures, where the performance of TIP4P/2005 clearly
surpasses that of the OPC. The outcome reveals that the density
curvature of the TIP4P/2005 is able to reproduce the experimental
one at least down to 240 K, whereas the OPC’s curvature flat-
tens below the TMD, resulting in a progressive overestimation of
the density as the temperature decreases. This might be extremely
relevant for studies of supercooled water,61,118 which have become
very popular since the ground-breaking study of Speedy and
Angell119 and the following literature on the matter.3,6,120 The
incorrect prediction of the curvature by the OPC below 280 K
results in a TMD of 270.1 K, lower than the experimental value
of 277 K and below that of TIP4P/2005 model (277.3 K). It is
worth mentioning that seven degrees is still a small deviation for the
TMD, considering that most 3C models underestimate it by more
than 20 K.36 Even some polarizable models fail in reproducing this
property, such as MB-Pol121–123 that underestimates the TMD by
12 K or AMOEBA,124 which exhibits it 13 K above the experimental
result.125

Once the values of the melting temperature (Tm), maximum
in density (TMD), and critical temperature (Tc) are determined, we
can analyze what could be referred to as the “phase diagram aspect”
by evaluating the ratios between these temperatures (see Table II).
Overall, these ratios appear to be better described by TIP4P/2005.
However, the experimental difference of 4 K between the TMD

FIG. 6. Density of liquid water as a function of temperature at p = 1 bar obtained
using the TIP4P/2005 (from Ref. 117) and OPC models. The experimental results
were taken from Refs. 126 and 127. Solid lines are cubic fits to the simulation
points (see the text), and empty triangles represent the temperature of maximum
density.

and the melting temperatures is not well described by either OPC
or TIP4P/2005. This failure seems to be a common mistake for
all 3C and 4C non-polarizable water models.31 However, this dif-
ference is considerably reduced with polarizable models, such as
MB-Pol.36,121,122

Regarding the transport properties of liquid water, we provide
the viscosity and diffusion coefficients at different temperatures,
which are collected in Table II. Our viscosities for OPC are con-
sistent with those recently reported by Ando.128 It is apparent that
both models yield viscosity values that closely align with the exper-
imental data at the three temperatures examined, although the
TIP4P/2005 results exhibit a slight superiority over those of the OPC
model. When considering diffusion coefficients, the conclusions are
similar, and TIP4P/2005 shows a slightly better performance than
the OPC model. In addition, the TIP4P/2005 model also gives a
better estimate of the Arrhenius activation energy. However, both
models provide a good agreement with the reported experimental
values. In fact, the performance of both TIP4P/2005 and OPC when
describing transport properties is notably commendable.

As for the heat capacities (Cp) of liquid water, both models
overestimate the experimental value, being the results provided by
the OPC superior to those of TIP4P/2005. For the solid phase, this
property is not well reproduced by either of them. As it has been
discussed in a previous work,129 nuclear quantum effects are needed
to estimate heat capacities, and hence, non-polarizable (or even
polarizable) models are not expected to describe the experimental
heat capacities.

In the original VA-Test, the phase diagram (including
solid–solid and solid–fluid transitions) was determined. Neverthe-
less, due to the difficulty of numerically evaluating it, this only
contributed with approximately a 6% to the total score of the
VA-Test. Obtaining the entire phase diagram of the OPC model
is beyond the scope of this work. However, we expect the
phase diagrams of OPC and TIP4P/2005 not to be dramatically
different. This is induced by the fact that the phase diagram
for the TIP4P/Ice, which has recently been calculated by Pae-
sani and co-workers,130 exhibits a significant resemblance to that
of TIP4P/2005.131 Furthermore, Abascal and Vega showed that
TIP4P-like geometry displays qualitatively similar phase diagrams,
which are shifted from each other with a strong dependence
on the dipole–quadrupole ratio.35 Therefore, it is reasonable to
assume that the numerical scores of OPC and TIP4P/2005 in the
VA-Test for the phase diagram would not have differed much
from each other. Thus, we do not expect the final score of the
VA-Test to have been impacted by the inclusion of the OPC’s phase
diagram had this property been computed (although further work
is needed to confirm this). The same is true for the structure. In the
supplementary material, we collect the radial distribution functions
(RDFs) for the oxygen–oxygen (OO) and oxygen–hydrogen (OH)
for liquid water at room temperature and that of ice Ih at 220 K
for both models and compare them with experimental results.132–134

Structural predictions are rather similar for both potentials, being
almost identical for ice Ih, slightly better for the OPC regarding the
oxygen–oxygen radial distribution function of water (see the first
minimum) and slightly better for TIP4P/2005 when describing the
oxygen–hydrogen radial distribution function of water (see the first
maximum).
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Finally, we address the results for the dielectric constant of
liquid water. Not surprisingly, since εr was used as a target prop-
erty when developing the OPC, this model reproduces the exper-
imental value (i.e., 78), whereas the prediction of TIP4P/2005 is
considerably lower (i.e., 57). Although we have not computed the
dielectric constant of ice Ih for OPC as its calculation requires
special methods to sample the proton disorder,54 it would be
interesting to determine it in the future. Even more so, con-
sidering that some models that provided a good dielectric con-
stant for liquid water (as TIP5P) gave very poor estimates of εr
for ices.54

Once all the results for the TIP4P/2005 and OPC models
have been presented in Table II, it is time to calculate the final
score, which is shown in Table III. TIP4P/2005 obtains a mark of
7.2 (identical to that reported in 2011), whereas OPC scores 6.3.
Certainly, OPC obtains a higher grade than models developed more
than a decade before, such as TIP3P (2.7), TIP5P(3.7), TIP4P(4.7),
and SPC/E (5.1). However, it does not outperform TIP4P/2005, but
rather falls short by around a point in the score, a significant differ-
ence. Thus, the results of this work support the idea that using the
dielectric constant as a target property for non-polarizable models
does not globally improve the description of water, but rather the
opposite, it somewhat deteriorates the overall performance as com-
pared to models that provide a lower εr value than the experimental
one. There is no such thing as a free lunch: the attempt to enhance
the prediction of the dielectric constant worsens the description of
many other properties of water.

Is there an explanation to this finding? The first point to notice
is that the dielectric constant is qualitatively different from the rest
of the properties shown in Table II. When solving the Schrödinger
equation for a certain nuclear configuration, the energy of the
system is obtained. The function that describes how the energy of the
system changes with the position of the nuclei is denoted as the PES.
The knowledge of this surface is sufficient to determine all properties
shown in Table II but one: the dielectric constant. For computing
εr , the polarization of each configuration must be known (i.e., the
global dipole moment).53 The function describing the changes of
polarization with the position of the nuclei is known as the dipole
moment surface (DMS). Quantum calculations enable the evalua-
tion of the energy (PES) and the dipole moment (DMS) of each
configuration. For decades, it has been assumed that the charges
used by empirical models to describe the PES should also be
employed for the DMS.53 We advocate that this is not correct. Quite
recently, the dielectric constant of water has been determined from
quantum calculations by using two different neural networks (one
for the PES and another for the DMS52). It is agreed upon that
the charges used to fit the PES in non-polarizable force fields are
empirical parameters (since point charges are not observable) and
do not entail any specific physical meaning, therefore enabling for a
different set of charges to describe the DMS. In fact, a recent study
by Cardona et al.135 proved that simple corrections accounting for
electronic polarization effects recover the static dielectric constant
as a function of temperature for two non-polarizable rigid water
models and its binary mixtures with alcohols. A more sophisticated
approach along the same lines has been recently addressed by Han
et al.136 in an interesting paper, showing that polarization and charge
transfer obtained from quantum calculations can be incorporated
to TIP4P/2005 MD trajectories via machine learning to reproduce

the experimental value of the dielectric constant of water and the
hydrogen-stretch peak in the IR spectrum.

Generally, the properties that require both surfaces to be com-
puted are response functions of a system to the application of an
electric external field. The electrical conductivity, as well as the
dielectric constant, clearly fit this description. In the absence of an
external electric field, all the properties studied in this work with
the exception of the dielectric constant can be evaluated from the
PES only. The dipole moment that correctly reproduces this surface
is in the range of 2.3–2.4 D, whereas the dipole moment of “real”
water in the liquid phase, estimated from reasonable methods for
partitioning the electronic cloud, typically falls within the range of
2.8–3.0 D.48–52 As previously discussed (see Sec. I), Leontyev and
Stuchebrukhov45,46 suggested a dipole moment of 2.2 D for water to
characterize the PES, which would yield a dielectric constant of 45.
While we acknowledge the argument put forward by them as a guid-
ing principle, we believe that there are certain degrees of freedom
in determining the precise values to be employed. Consequently,
TIP4P/2005 incorporates a dipole moment of 2.3 D and a dielectric
constant of 57.

The reader may feel uncomfortable about our statement that
the dielectric constant is relevant only in the presence of an external
electric field. However, this is certainly the case as can be consulted
in any book of electromagnetism:137 the dielectric constant is defined
and measured as the response of a system (polarization) to an exter-
nal electric field. If there is no electric field, the dielectric constant is
irrelevant. However, the reader may argue an exception: electrolyte
solutions. In the presence of ions, there is no external field, and
yet, the dielectric constant is apparently needed to properly define
the system. To answer this apparent dilemma, let us introduce the
potential of mean force w(r), which is defined by the following
expression:138

g(r) = exp(−w(r)
kBT

), (13)

where g(r) is the radial distribution function. For a 1:1 electrolyte
at infinite dilution, it can be shown that at the limit of very large
distances, w(r) for the ion–ion distribution function behaves in the
following way:139

w(r) = e ⋅ e
4πϵ0εrr

, (14)

where e is the charge of the electron and ε0 is the permittivity of the
vacuum. The thermodynamic properties of highly diluted solutions
are dominated by the behavior of g(r) at very large distances. The
Debye–Hückel theory (DH) provides the exact activity coefficient γ
(also referred to as mean ionic activity coefficient) for a 1:1 solution
at very high dilution as

log10(γ) = −Am1/2, (15)

being m the molality (i.e., mol of salt per kg of water) and A140–142 a
constant obtained (using the international system of units) as

A =
e3√2NAρH2O

8π ln (10)(ε0εrkBT)3/2 , (16)
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TABLE IV. Values of constant A corresponding to the Debye–Hückel law (at room p
and T) as obtained from experiment (Ref. 140), for OPC, TIP4P/2005, and ECCw2024
using different values of λ. The first set of results shows the “natural value” of λ for
each model (the one needed to recover the experimental A coefficient). The second
set of results displays different choices of λ yielding values of A that deviate from
experiments.

Water εr λ J A

Exp. 78.4 1 78 0.51
OPC 78 1 78 0.51
TIP4P/2005 57 0.85 79 0.51
ECCw2024 44.3 0.75 79 0.51

OPC 78 0.85 108 0.31
OPC 78 0.75 139 0.22
TIP4P/2005 57 1.00 57 0.82
TIP4P/2005 57 0.75 101 0.35
ECCw2024 44.3 1.00 44.3 1.20
ECCw2024 44.3 0.85 61 0.74

where NA is the Avogadro number and ρH2O is the mass density of
pure water (in kg/m3). Two key properties are needed in order to
reproduce the experimental value of A: the density and the dielec-
tric constant of pure water. The former is well described by most
water models (at least at room conditions), whereas the latter is only
accurately reproduced by non-ECC models. Bearing this in mind,
are ECC models able to describe the value of the DH constant A? Let
us rewrite Eq. (14) scaling the charge by a factor λ,

w(r) = λe ⋅ λe
4πε0εrr

= ( εr

λ2 )
−1 e2

4πε0r
= J−1 e2

4πε0r
, (17)

where J is

J = εr

λ2 (18)

and the expression for A is now written as

A =
e3√2NAρH2O

8π ln (10)(ε0JkBT)3/2 . (19)

The conclusion of Eqs. (17) and (19) is that two force fields with
the same value of J will also have the same potential of mean force
and the same limiting Debye–Hückel law. The experimental value
of A (at room T and p) is recovered with the choice λ = 1 and
εr = 78.4. Thus, OPC, which reproduces the experimental value of
the dielectric constant of water, obeys the experimental DH law
when choosing a force field for the ions with λ = 1. However,
the experimental value of A can also be described by using the
TIP4P/2005 model (εr = 57) and λ = 0.85 or the ECCw2024 model41

(εr = 45) and λ = 0.75. This can easily be observed in Table IV. Thus,
a correct description of the dielectric constant is not indispensable
to reproduce the DH experimental limiting law, as long as scaled
charges are included.

The idea that there is a “natural value” of λ for each potential
model of water was first exposed by Kann and Skinner.71 In Table IV,
we have also included the values of A obtained when λ differs from
the “natural choice” in order to emphasize the resulting deviations
from the DH law in such cases.

It should be reminded that the DH law is exact only at very
low concentrations (well below 0.1 m). Above this limit, a correct
value of εr does not guarantee a good description of the electrolytes
in water143 (i.e., activity coefficients, densities, transport proper-
ties, and osmotic pressures). This is not shocking since even for
a 1 m solution, there are ∼27 molecules of water per ion (first
and second solvation shells), and therefore, the potential of mean
force between ions can no longer be obtained from the Coulomb
law. Note that the scaling of ions is a common practice within
the ionic liquids community.144–148 Recently, some groups have
extended this idea to electrolyte solutions as well, such as Kann and
Skinner,71 ourselves,149 Predota and co-workers,150 Jungwirth and
co-workers,151,152 Alejandre and co-workers,153 and Barbosa and
co-workers,154 although admittedly, the majority of the community
still stands for the choice of λ = 1.

IV. CONCLUSIONS
A long effort has been undertaken to improve water models

since the seminal work of Bernal and Fowler in 1933.20 One
approach to “quantify” such improvement was developed by Vega
and Abascal in 2011 (VA-Test).29 They achieved this by evaluating
numerous properties across various thermodynamic states of water,
encompassing all its phases. From that thorough work, the superior-
ity of 4 center (4C) geometry over 3 center (3C) and 5 center (5C)
was established, a finding that has been subsequently corroborated
by other authors.33,67 Furthermore, the necessity of employing Ewald
sums to accurately account for electrostatic interactions, the advan-
tage of utilizing models that overestimate the experimental value
of water’s vaporization enthalpy (as initially proposed by Berend-
sen et al.26), and the significance of reproducing the temperature of
maximum density (TMD) of water (as first suggested by Mahoney
and Jorgensen30) were all proven to be sound concepts. Consider-
able deviations from experimental values were particularly evident
in gas/vapor properties, virial coefficients, heat capacities, enthalpies
of phase change, and the dielectric constant. These discrepancies
highlight the limitations of non-polarizable models in accurately
describing the properties of real water.

With the dielectric constant (εr) consistently underestimated
by a substantial margin across all previously developed models,
the last decade has seen the emergence of numerous models that
retain earlier concepts but prioritize achieving an accurate dielec-
tric constant. The deviation between the dielectric constant of
non-polarizable models and experiments does not constitute a mere
parameterization effort, but rather implies an important conceptual
subtlety. As Leontyev and Stuchebrukhov pointed out in their Elec-
tronic Continuum Correction (ECC) theory,45–47 the value of the
dielectric constant at high frequencies ϵr,∞ (where only electrons
can be accommodated as a response the external field) cannot
be reproduced by classical simulations. Therefore, in this context,
the appropriate dielectric constant of water should be rescaled
according to a significant lower value. Vega proposed a similar

J. Chem. Phys. 161, 044505 (2024); doi: 10.1063/5.0211871 161, 044505-12

Published under an exclusive license by AIP Publishing

 25 August 2025 10:11:53

https://pubs.aip.org/aip/jcp


The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

approach,53 indicating that the dielectric constant should account
for variances in the optimal dipole moments necessary to charac-
terize both the PES (2.2–2.3 D) and the DMS surfaces (2.8–3.0 D).
This idea constitutes the foundational underpinning of several
successful models devised during the mid-2000s (ECC models),
such as TIP4P-Ew38 or TIP4P/2005,39 and others introduced more
recently, for instance, TIP4P-D40 and ECCw2024.41 The ECC
approach for developing force fields has also been advocated by
Jorge and co-workers56,57 and Jungwirth and co-workers.41 Note
that this is diametrically opposed to the purpose of using the
dielectric constant as a target property in the parameterization
of rigid non-polarizable water models (non-ECC approach). In
this work, we have compared the performance of TIP4P/2005
and OPC as case studies of the ECC and non-ECC approaches
(respectively) by implementing the VA-Test. The comparison pri-
marily entailed reanalyzing previously published results of the
TIP4P/2005 model, supplemented by newly computed properties
for the OPC model. Specifically, the liquid–vapor equilibria, inter-
facial tension, ice polymorphs densities, and equations of state
(EOS) at high pressure are noteworthy as they have not been pre-
viously reported for this model. Additionally, the melting point,
the temperature of maximum density (TMD), and the response
functions (isothermal compressibility and heat capacities) were
accurately recomputed. Although the target properties of both
models are not identical and that could slightly affect the final
score, the key difference between both models is the inclusion
(OPC) or not (TIP4P/2005) of the dielectric constant as a target
property.

Employing the VA-Test, a global mark of 6.3 was obtained for
the OPC model, whereas the TIP4P/2005 scored 7.2. With this com-
prehensive comparison, we have proved that TIP4P/2005 is more
suited for representing the properties of water in different phases
and thermodynamic states than the non-ECC model under consid-
eration: OPC. Thus, we draw the conclusion that water potentials
that aim at enhancing the dielectric constant of water do not provide
a better description of the PES than those that underestimate εr .

Rome was not built in a day, and, as we have seen, neither were
water models. Let us briefly draw a parable. We will enumerate the
main achievements regarding the modeling of non-polarizable water
in the past century. Each of these contributions can be regarded as a
conceptual block for building a suitable non-polarizable model:

● Setting a 4C geometry.
● Overestimating the vaporization enthalpy of water when

determining the parameters of the force field.
● Reproducing the maximum in density.
● Using Ewald sums for treating the electrostatic interactions.
● Adopting the electronic continuum correction by underesti-

mating the dielectric constant.

It seems that all the bricks have been laid out, and we have
reached the pinnacle of development for non-polarizable water
models. It is astonishing how many properties these simple models
can accurately describe. However, we must humbly acknowledge
that they cannot replicate all experimental properties of water, and
there is not much scope for further improvement in non-polarizable
models, being TIP4P/2005 close to the limit of what can be obtained.
Of course, force fields with specific aims (reproducing a limited set of

properties) can still be developed, as, for instance, TIP4P/Ice, which
correctly describes the melting point of hexagonal ice,155 or the
coarse grained mW model of Molinero and co-workers156 enabling
fast simulations of very large systems. However, these special
purpose models would not obtain a higher score in the VA-Test. Not
surprisingly, it is not feasible to reproduce all the properties of water
with such a simple description; it is indeed remarkable how far we
have traveled in the last century.

Finally, the choice between ECC and non-ECC models of water
affects the choice of the charge assigned to the ions in water when
modeling electrolytes, particularly if the exact Debye–Hückel limit-
ing law is to be recovered. For non-ECC models, integer charges in
electron units must be used, whereas for ECC models, scaled charges
are needed, which are becoming increasingly popular.71,150–154,157

Certainly, one could choose to disregard the Debye–Hückel law,
for instance, by employing scaled charges for ions along with water
models describing the dielectric constant of water. However, this
would open a can of worms: what then would have been the
purpose of reproducing the dielectric constant of water in the
first place?

In order to overcome the undeniable shortcomings of non-
polarizable models, the development of polarizable force fields
has accelerated in recent years. Some examples are the BK3,32

i-AMOEBA,158 HBP,159 MB-Pol,121,122,160 and q-Aqua.161 It is likely
that these models would obtain a higher score than TIP4P/2005
in the VA-Test, although some polarizable force fields cast seri-
ous doubts on whether they outperform the best non-polarizable
ones.136,162 On top of that, neural networks163,164 also emerged
as a plausible alternative. Some many-body polarizable potentials
show quite promising results in the overall description of water
properties;32,69,122,161,165 however, due to their high computational
cost, they cannot be applied to the study of high-demanding
simulations. In any case, it seems that non-polarizable models, with
their intrinsic limitations, still have a significant lifespan among
us, as they may suffice to describe the essential physics of many
interesting problems.

SUPPLEMENTARY MATERIAL

In the supplementary material, we collect the numerical data
for the surface tension, vapor pressure, and liquid and vapor den-
sities of the liquid–vapor equilibria for the OPC model. Numerical
data for the densities at 1 bar and different temperatures for OPC
and TIP4P/2005 are also presented. We also show a comparison
between experiment and simulations for both models for the
oxygen–oxygen and oxygen–hydrogen radial distribution functions
(for water and ice Ih).
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