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ABSTRACT
One of the most accepted hypothesis to explain the anomalous behavior of water is the presence of a critical point between two liquids, the
liquid–liquid critical point (LLCP), buried within the deep supercooled regime. Unfortunately, such hypothesis is hard to be experimentally
confirmed due to fast freezing. Here, we show that the TIP4P/Ice water potential shifted by 400 bar can reproduce with unprecedented
accuracy the experimental isothermal compressibility of water and its liquid equation of state for a wide pressure and temperature range. We
find, both by extrapolation of response function maxima and by a Maxwell construction, that the location of the model LLCP is consistent
with previous calculations. According to the pressure shift needed to recover the experimental behavior of supercooled water, we estimate
the experimental LLCP to be located around 1250 bar and 195 K. We use the model to estimate the ice nucleation rate (J) in the vicinity
of the hypothesized LLCP experimental location and obtain J = 1024 m−3 s−1. Thereby, experiments where the ratio between the cooling
rate and the sample volume is equal or larger than the estimated nucleation rate could probe liquid–liquid equilibrium before freezing. Such
conditions are not accessible in common experiments with microdroplets cooled at a few kelvin per second, but they could be, for instance,
using nanodroplets of around 50 nm radius observed in a millisecond timescale.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0147345

I. INTRODUCTION

In order to deeply understand the fascinating anomalous
behavior of water, it is necessary to explore the supercooled regime.1
However, when liquid water is supercooled below its melting tem-
perature, freezing can occur since ice Ih is the thermodynamically
stable phase. Impurities in water promote the formation of ice
nuclei that, once they reach a certain critical size, induce irreversible
ice growth.2–4 Nevertheless, in the absence of impurities, liquid
water can remain metastable for a certain time depending on the
applied temperature and pressure as well as on the sample size.
Importantly, to achieve large supercooling, the sample needs to be as
small as possible since the time required to obtain a critical nucleus
(in the absence of impurities) increases with the inverse of the sys-
tem volume. Despite the multiple experimental challenges required
to overcome spontaneous freezing,5 ultra-pure water nanoscopic

droplets have been shown to remain liquid up to 70 K of supercool-
ing at ambient pressure6–8 and up to 92 K of supercooling at high
pressures (i.e., 2000 bar) using microdroplets.9 Remarkably, exper-
iments of this kind10–16 have motivated an extensive list of studies
elucidating the phase behavior of supercooled water before freezing
takes place.

In 1973, the first evidence of supercooled water having anoma-
lous response functions was reported by Angell and Tucker.17 At
room pressure, the isobaric heat capacity (Cp) was shown to mono-
tonically increase up to 38 K of supercooling, where spontaneous
freezing was inevitable. Later on, other thermodynamic response
functions, such as the isothermal compressibility (κT)18 or the
thermal expansion coefficient (αP),19 have been shown to appar-
ently diverge at ambient pressure as temperature decreases up to
∼40 K of supercooling. However, more recent experiments reaching
lower temperatures (i.e., ∼228 K) by means of state-of-the-art X-ray
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experiments have shown that both Cp
20 and κT

21,22 do not actu-
ally diverge at ambient pressure but instead reach a maximum value
around 229 K. Another characteristic water anomaly is its density
maximum (at around 277 K at ambient pressure) and the possible
existence of a minimum, which is thought to be within the deep
supercooled regime according to small-angle neutron scattering
experiments of heavy water under confinement.23

Since direct experimental observations are difficult
to obtain—especially as one dives into the supercooled
region24—computer simulations have emerged as a powerful
tool to investigate supercooled water.25–27 The main advantages
that computer simulations possess with respect to experiments are
(1) the inherent simplicity to prepare pure water systems with no
interfaces (under periodic boundary conditions); (2) the small size
and timescales, which are extraordinarily convenient for avoiding
spontaneous freezing; and (3) the ease for extracting thermody-
namic, structural, and molecular information. On the other hand,
the main drawback of classical simulations is that the results are
affected by the choice of an approximate interaction potential (even
quantum calculations rely on an approximated functional, and
moreover, only including nuclear quantum effects would enable
to reproduce the experimental properties of water). Therefore,
simulation predictions should always be tested with experiments. In
the past few years, a great effort has been dedicated to improve the
accuracy of water models.28–35 Coarse-grained models,35,36 ab initio
potentials,34,37 classical polarizable32,33 and non-polarizable (both
rigid and flexible) force fields28–31,38 have been extensively used to
investigate the properties of ice and supercooled water.39–43 It is
certainly true that some models deviate less from the experimental
behavior than others. In this work, we shall show that this is
indeed the case when focusing on the properties of supercooled
water.

In 1992 the pioneering simulation study of Poole et al.25

suggested the possible existence of a liquid–liquid critical point
(LLCP) which would largely explain water anomalies.25 Sev-
eral water potentials—including the ST2,44–47 mW,48,49 WAIL,50

TIP4P/2005,26,51 and TIP4P/Ice26,52–54—have been used to inves-
tigate the existence and precise location of the LLCP. With the
exception of the mW model of water for which no liquid–liquid
transition has been found,48,49 for many other water models,
such as the ST2,44–47 TIP4P/2005,26,55–59 TIP4P/Ice,26,52–54,60 or
WAIL,50 strong evidence points out the presence of such transi-
tion. This has been further confirmed by rigorous methods for
ST2,46 TIP4P/Ice, and TIP4P/2005.26 Claims on the lack of such
transition for ST248 and TIP4P/200549 were based on calculations
including a mistake in the initial velocities of the Hybrid Monte
Carlo method as they did not satisfy the Maxwell–Boltzmann dis-
tribution, thus yielding incorrect results.47,61 For the TIP4P/2005,
a number of studies have shown clear evidence of a liquid–liquid
transition at low temperatures26,51,55–59 (with the only exception
of a recent study62 are still pending on validation by independent
calculations).

In parallel, polarizable potentials, such as the MB-pol,63

iAMOEBA,64 or WAIL50 as well as density functional ab initio
models (using the SCAN functional) optimized with neural net-
works65 have been shown to exhibit signatures of a liquid–liquid
transition. Nevertheless, for this new generation of polarizable and
“first-principles” models, it is computationally very demanding to

precisely determine the location of the LLCP.66 In this respect,
guidance from simpler yet reliable models is highly valuable.61,67

The TIP4P/2005 model describes quite well the properties of
supercooled water.68 However, the increase in compressibility with
supercooling at room pressure is less steep than in experiments. A
few years ago, we showed that this property is better described by
the TIP4P/Ice potential.69 In this work, we go a step further and
show that the TIP4P/Ice model closely reproduces the experimen-
tal behavior of supercooled water upon applying a 400 bar pressure
shift on its predicted properties. Qualitatively, one could understand
the pressure shift as an effective way to induce the hydrogen bond
network disruption caused by nuclear quantum effects although this
is just a possible speculative explanation.

We focus on the ability of the model to predict thermodynamic
properties, such as the isothermal compressibility and the liquid
equation of state (EOS) as well as structural information, such as g2,
the height of the second peak of the oxygen–oxygen radial distribu-
tion [gO–O(r)], or A2, the integral of the gO–O(r) second peak. Once
demonstrated the success of the pressure-shifted model to reproduce
experimental properties, we verify the existence and location of a
LLCP by both a Maxwell construction and by evaluating the maxima
of the response functions (Cp and κT), which are spread out away
from the critical point but converge with the Widom line (the max-
ima of the correlation length) in its vicinity. The predicted locus for
the TIP4P/Ice LLCP matches previous estimations.26,52 Importantly,
the pressure shift suggests a possible location for the LLCP in real
water around 195 K and 1250 bar. There have been many attempts
to infer the LLCP locus,70–74 and we hope that such search can be
narrowed down with the guidance of the pressure-shifted TIP4P/Ice
model.

Finally, we assess the possibility of experimentally probing the
hypothesized LLCP locus before ice nucleates. For that purpose,
we use the model to obtain ice nucleation rates (J) and obtain
J = 1024 m−3 s−1 in the LLCP surroundings. Thereby, to measure
supercooled liquid properties before ice nucleation occurs in such
region, one needs to keep the ratio between the cooling rate and
the sample volume equal or larger than the estimated nucleation
rate. That could be achieved, for instance, by using drops of about
50 nm radius (containing tens of millions of molecules) and obser-
vation timescales of milliseconds. Nevertheless, it remains to be
determined whether the surface or the bulk dominates the behavior
of such small drops. Should the bulk dominate, a narrow window for
experimentally probing the water LLCP would remain open.

II. RESULTS AND DISCUSSION
A. TIP4P/Ice computational details

We model water with the TIP4P/Ice model,31 an accurate
non-polarizable rigid potential, which has been shown to pro-
vide outstanding predictions of the solid and supercooled liquid
properties of water, including the phase diagram31,75 equations of
state,31,69 ice growth, and nucleation rates69 as well as interfacial
free energy for the ice Ih–water interface.76 For consistency with
previous TIP4P/Ice nucleation and supercooled water computa-
tional studies,26,52,53,69,77,78 we set the potential cutoff at 9 Å, and
long-range Coulombic interactions are treated with Particle-Mesh-
Ewald (PME) summations79 using a relative error in forces of 10−5.
Long-range corrections to the Lennard-Jones part of the potential

J. Chem. Phys. 158, 204505 (2023); doi: 10.1063/5.0147345 158, 204505-2

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0147345/17814712/204505_1_5.0147345.pdf

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

in energy and pressure are also applied. We keep the O–H bond
length and H–O–H angle values constant with the LINCS algo-
rithm.80 Simulations are performed with the GROMACS molecular
dynamics package81 (version 4.6.7) both in the NVT ensemble (with
N equal to the number of particles, V the volume, and T the temper-
ature), keeping T constant with the v-rescale thermostat,82 and in
the NpT ensemble, fixing pressure (p) with the Parrinello–Rahman
barostat.83 We integrate the equations of motion using the velocity-
Verlet integrator. The chosen simulation timestep is 2 fs, and the
relaxation time of the thermostat and barostat is 1.87 and 1.79 ps,
respectively. The slightly different relaxation times for the thermo-
stat and barostat have been intentionally chosen to avoid coupling
between temperature and pressure fluctuations. Simulations typi-
cally lasted 1–2 μs, being those for the lower temperatures and higher
pressures (i.e., below 205 K and over 1400 bar) of up to 8 μs for the
biggest system (i.e., 2000 molecules), whereas for high temperatures
(T > 235 K) simulations of roughly 500 ns where performed. For the
lowest temperatures, the first 500–1500 ns are considered as equili-
bration time depending on each case. System sizes of 500 and 2000
water molecules are used as specified along the article. For further
details on the TIP4P/Ice intermolecular potential, we refer the reader
to the original model Ref. 31.

B. Isothermal compressibility and equation of state
through different water potentials

To illustrate the current situation of some of the most common
water force fields employed to investigate liquid–liquid immisci-
bility, we shall focus on two characteristic properties of liquid
water: the isothermal compressibility (κT) and the liquid EOS,
both of which have been experimentally measured up to moderate
supercooling.18,21,84,85 The isothermal compressibility is defined as

κT = −
1
V
(∂V
∂p
)

T
. (1)

It can be evaluated by the derivative of the equation of state
[i.e., Eq. (1)] or through the well-known fluctuation expression in
the NpT ensemble,

κT =
⟨V2⟩ − ⟨V⟩2

kBT⟨V⟩ , (2)

where kB refers to the Boltzmann constant and V refers to the sys-
tem volume. In Fig. 1, we depict experimental data (orange symbols)
for the isothermal compressibility [Panel (a)], and the liquid EOS
[Panel (b)] compared to computational predictions from different
water potentials including the mW,36,86 SPC/E,87–89 TIP4P/2005,88

TIP4P/Ice [this work; evaluated through Eq. (2)], iAMOEBA,64,90

and MB-pol.63 As it can be seen, whereas κT as a function of T is
accurately predicted by the MB-pol [Fig. 1(a), pink curve, referring
to the N = 512 molecule system from Ref. 63], the liquid density
and the temperature of maximum density (TMD) for this model
deviate from the experimental measurements [Fig. 1(b)]. In con-
trast, the TIP4P/2005 model successfully reproduces the liquid EOS
[Fig. 1(b), red curve] but underestimates the increase in compress-
ibility as a function of supercooling [Fig. 1(a)]. In close resemblance
to the TIP4P/2005 non-polarizable rigid potential, the polarizable
iAMOEBA force field reproduces the liquid EOS despite signif-
icantly underestimating the isothermal compressibility [Fig. 1(a),
light green curve]. The mW (dark green curve) and SPC/E (maroon
curve) potentials provide a worse representation of the two magni-
tudes under scrutiny when compared to the experimental results.
Finally, the TIP4P/Ice potential, despite moderately underestimat-
ing the liquid density with respect to experimental measurements
as well as with respect to the TIP4P/2005 and iAMOEBA models,
provides a slightly better representation of the maximum in com-
pressibility compared to the two aforementioned models [Fig. 1(a),
blue curve].

Interestingly, Fig. 1(b) shows an offset between the experimen-
tal trend of liquid density as a function of temperature and that
predicted by the TIP4P/Ice model. That is, both curves remain fairly
parallel to each other separated by a density shift of roughly 0.015
g/cm3 across most of the studied temperatures. Since the density of
water increases with pressure, one may wonder if the EOS of the
TIP4P/Ice at higher pressure could reproduce the experimental den-
sities at 1 bar. In Sec. II C, we shall discuss the implications of a

FIG. 1. Isothermal compressibility (a) and liquid density (b) as a function of temperature at room pressure from experimental measurements (orange symbols)18,21,84,85 and
for different water potentials36,63,64,86–90 as indicated in the legend. Only the results for the TIP4P/Ice model have been obtained in this study.
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pressure shift on the comparison between the TIP4P/Ice and water
experimental phase behavior.

C. A pressure shift on the TIP4P/Ice potential greatly
improves its description of supercooled water

According to the results shown in Fig. 1, none of the most pop-
ular water models employed to investigate liquid–liquid criticality
can quantitatively describe the dependence of both compressibility
and liquid density with temperature at ambient pressure. Motivated
by the constant density offset of the TIP4P/Ice model, we check if a
pressure shift improves its description of both magnitudes. Regard-
ing the compressibility, we find that a pressure shift of circa 400 bar
recovers κT(T) not only at ambient pressure but also at higher pres-
sures [Fig. 2(a)]. The shift implies that experimental properties at
a pressure p and temperature T are compared to TIP4P/Ice results
at a pressure of p + 400 bar and the same temperature T. Despite
the lack of experimental data under conditions of deep supercooling
and high pressure, the remarkable agreement at higher tempera-
tures for the different studied isobar suggests that the experimental
maxima in κT might not be far away from those predicted by the
pressure-shifted model. Importantly, we note that the compressibil-
ity becomes up to eight times larger at the maximum of the model at
1400 bar (i.e., 1000 bar for real water) as compared to that at room
temperature.

We now test if the pressure shift on the TIP4P/Ice model also
improves the description of the isobaric heat capacity. In Fig. 2(b),
we compare experimental results for Cp at normal pressure91,92

against predictions of the TIP4P/Ice potential at 1 and 400 bar. As
can be seen, a significant improvement in the prediction of Cp can
be achieved after applying the pressure shift on the model, both in
the magnitude of Cp (specially at lower temperatures) and on the
position of the maximum. This further reinforces the pressure cor-
rection of 400 bar when describing supercooled water. Importantly,

we note that despite the fact that the quantitative value of Cp can-
not be provided in classical molecular dynamics simulations because
nuclear quantum effects are neglected (only path integral calcula-
tions could lead to quantitative agreement as discussed in Ref. 93),
the location of the maximum in Cp is remarkably well described by
the pressure-shifted model. A very similar location for the maxi-
mum in Cp compared to that measured by Oguni and co-workers in
water under confinement91 has also been predicted in Ref. 20 using
microdroplets. Nevertheless, despite the compatibility regarding the
locus of the maximum, they significantly differ in their absolute
values of Cp.

Next, we evaluate if the performance of the pressure-shifted
TIP4P/Ice is also good for predicting the liquid density. In Fig. 3(a),
we compare the available experimental data of the liquid density as
a function of temperature for isobar ranging from 1 to 1600 bar71,84

with the predicted ρ by the pressure-shifted TIP4P/Ice model. The
agreement between experiments and simulations is quite impressive.
A zoom-in view for the lowest temperatures as a function of pres-
sure is also included in Fig. 3(b). Hence, for the first time, a water
potential can simultaneously reproduce κT and ρ along pressure and
supercooling (provided that the pressure shift is applied in the com-
parison between simulations and experiments). To the best of our
knowledge, such good agreement between simulations and experi-
ments for these two properties has never been achieved before. This
overall improvement in the description of supercooled water by the
TIP4P/Ice model further supports the need of applying a pressure
shift on the model predictions.

To further test the predicting capability of the pressure-shifted
TIP4P/Ice potential, we now evaluate the structural properties of
liquid water. We start with A2, a structural parameter that can
be extracted from the oxygen–oxygen radial distribution function
and that is related to the tetrahedrality of the local molecular envi-
ronment.64 More specifically, A2 represents the number of excess
oxygen atoms within a shell of a certain width containing the

FIG. 2. (a) Isothermal compressibility as a function of temperature for different isobar as indicated in the legend. Colored symbols depict experimental results18,21,94 while
continuous curves correspond to data from the TIP4P/Ice water potential using system sizes of 500 water molecules. An inset showing the values of κT for the 400 bar
isobar up to temperatures of 1200 K is also included. (b) Isobaric heat capacity as a function of temperature for different isobar as specified in the legend. Continuous curves
correspond to simulation data using the TIP4P/Ice model and system sizes of 500 molecules whereas filled symbols indicate experimental measurements across the 1 bar
isobar.91,92
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FIG. 3. (a) Density of liquid water as a function of temperature from TIP4P/Ice simulations using system sizes of 500 water molecules and experimental measurements71,84

for different isobar as indicated in the legend. Experimental results at pressure p are compared to those of TIP4P/ICE at pressure p + 400 bar. (b) Zoom-in view of Panel (a)
focusing on the moderately low temperature regime.

gO–O(r) second peak with respect to the average number of oxygen
atoms within a spherical shell of the same width. A2 can be evaluated
as follows:

A2 = 4π∫
r2

r1

(gO−O(r) − 1)r2dr, (3)

where r1 and r2 determine the beginning and the end of a shell
containing the gO–O(r) second peak. The values of r1 and r2 have
been extracted according to the methodology proposed in Ref. 64 for
different water potentials such as the TIP4P/2005,30 ST2,95 mW,36

SPC/E,28 and iAMOEBA32 models. Typically, the shell thickness of
r2 − r1 is of the order of 1 Å, being the second maximum of gO–O(r)

approximately located in the middle of such interval.64 In Fig. 4(a),
we show the results from the TIP4P/Ice shifted 400 bar and those
experimentally reported at ambient pressure from Refs. 64 and 96. A
remarkable agreement between experiments and modeling results is
found.

Moreover, we explore the ability of TIP4P/Ice to predict g2, the
height of the second peak of the oxygen–oxygen radial distribution
function.97 In Fig. 4(b), we show the comparison of g2 as a function
of temperature and normal pressure from experiments at 1 bar97 and
TIP4P/Ice at 400 bar. Again, the correspondence between simula-
tions and experiments is quite satisfactory. The main conclusion is
that TIP4P/Ice represents unprecedentedly well supercooled water if
the comparison is established between the experiment at pressure p
and the model at p + 400 bar.

FIG. 4. (a) A2 in nm3 [evaluated using Eq. (3)] as a function of temperature for the TIP4P/Ice potential at 400 bar (blue squares) and derived from experimental measurements
of the liquid structure factor at normal pressure (black curve).64,96 (b) Height of the second peak of the gO–O(r) as a function of temperature predicted by the TIP4P/Ice
potential at 400 bar (blue circles) and from ultrafast x-ray experiments at ambient pressure (black circles).97
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D. Signatures of liquid–liquid immiscibility
in TIP4P/Ice supercooled water

Once demonstrated that a 400 bar pressure shift on the
TIP4P/Ice model can recapitulate the structural properties of super-
cooled water at ambient pressure as well as the isothermal compress-
ibility and the liquid density for an impressive range of temperatures
and pressures (Figs. 2–4), we focus on elucidating the physical
behavior of the TIP4P/Ice potential under supercooled conditions,
where experiments are hardly accessible.

In recent computational studies,26,52–54 the existence of a
liquid–liquid critical point in the TIP4P/Ice model has been proven.
Indirect evidence of criticality is, indeed, the presence of maxima in
κT in the supercooled regime [Fig. 2(a)]. In fact, if compressibility is
determined for a given isobar (i.e., 400 bar) up to high temperatures
(e.g., 1200 K), two maxima in κT can be observed [see the inset of
Fig. 2(a)] , which correspond to the liquid–liquid and liquid–vapor
phase equilibria of the model. For the TIP4P/Ice model, the second
maximum in compressibility along the 400 bar isobar, associated
with the proximity of the liquid–vapor (LV) critical point, appears
at about 800 K (i.e., 100 K above the LV critical temperature of the
model). For the TIP4P/2005 potential, Gallo et al.98 found a sim-
ilar difference between the critical temperature of the model and
the maximum in compressibility along this isobar. As expected, the
height of the maximum in κT corresponding to the LV critical point
is notably higher than that of the LLCP due to the much larger
density difference between the two phases. However, the underly-
ing thermodynamic explanation behind both κT maxima is identical:
density fluctuations echoing phase separation of two immiscible
phases.

In Fig. 5(a), the isothermal compressibility obtained along
different isobar is shown. For some isobar, we have computed
the isothermal compressibility using two system sizes, namely,
500 (empty circles) and 2000 (filled squares) molecules, obtaining
consistent results. That suggests the absence of finite size effects
in the fluctuations at least far from the critical point. Interest-
ingly, we find that the highest compressibility maximum occurs at

1600 bar, hence suggesting that such pressure must be near the
LLCP. At the critical point, the fluctuations should diverge in the
thermodynamic limit although for finite systems the correlation
length is limited by the size of the simulation box. Nonetheless,
although the intensity of the response function maxima is affected
by system size, their pressure–temperature location is expected to
remain unchanged within the uncertainty of the calculations. In
Fig. 5(b), we show the volume fluctuations as a function of time for
a system formed by 500 molecules from which κT was computed at
196 K and 1600 bar; being this state the one at which we observe
the highest value of compressibility among those studied (i.e.,
48 ± 4 ⋅ 10−5 bar−1). Note that for the 1700 bar isobar, the com-
pressibility increases as the temperature decreases (reaching a value
around 20 ± 2 ⋅ 10−5 bar−1 at 195 K). We were not able to determine
κT at lower temperatures than 195 K since that would require runs
of dozens of microseconds, which are beyond our computational
resources. Therefore, we cannot state if the maximum in compress-
ibility along 1700 bar would be lower or higher than that along 1600
bar. In any case, the large value of the compressibility found at 196 K
and 1600 bar strongly suggests the proximity of the critical point of
the model.

To have an overview of the thermodynamic behavior of the
supercooled liquid in the TIP4P/Ice model, we perform a Maxwell
construction using NVT simulations of 500 water molecules
[Fig. 6(a)]. By plotting the obtained pressure from NVT simulations
with different densities across several isotherms—ranging from
195 to 240 K and lasting between 1 and 3.5 μs—as a function of
the system inverse density, we can estimate the approximate locus
of the LLCP. The isotherms clearly develop a shoulder as tempera-
ture goes down. The data corresponding to the lowest temperatures
(i.e., 195 and 200 K) are quite noisy due to the slow relaxation of
water; however, they suggests the appearance of a non-monotonic
behavior typical of phase coexistence in finite system sizes (a Van
der Waals loop). This scenario is consistent with previous calcu-
lations situating the TIP4P/Ice LLCP at 189 K and 1725 bar26 or
at 188–203 K and 1500–1650 bar.52 Furthermore, the scenario in

FIG. 5. (a) Isothermal compressibility as a function of temperature from TIP4P/Ice simulations using system sizes of 500 (empty circles) and 2000 (filled squares) molecules
and for different isobar as indicated in the legend. (b) Time-evolution of the system volume for a 500-molecule system at 196 K and 1600 bar. The value of κT obtained from
this run is 48 ± 4 ⋅ 10−5 bar−1.
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FIG. 6. (a) Computed pressure from NVT simulations of 500 TIP4P/Ice water molecules as a function of the inverse density for different isotherms as indicated in the legend.
Continuous curves are cubic fits to the different values belonging to each isotherm. (b) Comprehensive scenario of the water anomalies in the TIP4P/Ice model. The loci
of the temperature of maximum (TMD) and minimum (TmD) density for different isobar are represented by filled and empty blue squares, respectively. The maxima of the
isothermal compressibility and isobaric heat capacity, found along isobar, and of the isobaric heat capacity, found along isotherms, are depicted by green crosses, brown
diamonds, and purple asterisks, respectively. The location of the liquid–liquid critical point estimated through the convergence of the lines of the maxima in κT and Cp is
represented by a red-black circle. Furthermore, the coexistence lines of water with ice Ih (T = 270 K, p = 1 bar; T = 265 K, p = 500 bar; T = 260 K, p = 1000 bar; and T =
254 K, p = 1500 bar) and ice III (T = 255 K, p = 1500 bar and T = 258.5 K, p = 2000 bar) are denoted by black and red lines, respectively.

Fig. 6(a) is also consistent with the compressibility maxima shown
in Fig. 5(a).

To narrow down the location of the LLCP, we estimate the line
of the maxima of the response functions, which in the vicinity of
the LLCP coincides with the Widom line.1,99 In Fig. 6(b), we plot
the loci of the different maxima of the isothermal compressibility
(green crosses) and the isobaric heat capacity (brown diamonds)
along isobar as well as the maxima of Cp along isotherms (purple
asterisks). The common point at which the extrapolations of all these
lines converge is our estimate of the LLCP [Fig. 6(b)]. The criti-
cal temperature and pressure obtained through this approach are
Tc = 195 ± 5 K and pc = 1650 ± 150 bar. This estimation is consis-
tent with our results presented in Fig. 6(a) and compatible with that
of Debenedetti et al.26 (within the statistical uncertainty) although
a few degrees higher. Our estimate is also within the interval sug-
gested by Škvára and Nezbeda.52 In fact, this situation resembles that
of the TIP4P/2005 potential where different estimates of the critical
temperature differ by a few degrees.26,55–57

Interestingly, we can also observe in Fig. 6(b) that the loci of
the temperature of maximum density (TMD, filled blue squares) and
the temperature of minimum density (TmD, empty blue squares)
embrace the estimated location of the LLCP, as previously shown
for the TIP4P/2005,58 ST2,100 and TIP5P59 models. In fact, a
corresponding-state-like rescaling of pressure and temperature in
these models has been shown to result in a significant degree of uni-
versality of this scenario [i.e., Fig. 6(b)] as well as in an intriguing
correlation between the location of the liquid–liquid critical point
and the rescaled locus of density extrema.59 This scheme requires
scaled coordinates of the extrema of the TMD lines (temperature
and pressure) that are not yet available for the TIP4P/ICE. How-
ever, it would be interesting to test in the future if the TIP4P/ICE
potential also follows the universal behavior shown in Ref. 59.
Finally, from Fig. 6(b), we note that the LLCP is deeply buried

within the supercooled regime of the TIP4P/Ice model. Approx-
imately 55–60 K of supercooling separate the locus of the LLCP
from the ice–liquid melting line at 1650 bar [Fig. 6(b)]. There-
fore, the spontaneous formation of ice nuclei within such region
might be almost unavoidable unless extremely small sample sizes
and/or short timescales are employed.6–8 In contrast, the maxima
in κT are separated with respect to the melting line by roughly
26 K at normal pressure, by 45 K at 1000 bar, and by almost
55 K at 1500 bar. Therefore, their experimental observation, espe-
cially at low pressures, should be more feasible as recently shown
in Ref. 21.

E. Guidance for experimentally probing
the liquid–liquid transition

In Sec. II C, we argue that the pressure-shifted TIP4P/Ice model
could provide an approximate location for the experimental LLCP.
Hence, by shifting 400 bar downward the TIP4P/Ice model LLCP
obtained from our simulations (195 K and 1650 bar), we postulate
the experimental location of the LLCP to be around 195 ± 5 K and
1250 ± 150 bar (shown with an empty circle in Fig. 7). This esti-
mate for the experimental LLCP is not far away from other recent
estimates. Hestand and Skinner67 have suggested 204–210 K and p
= 1000 bar after analyzing a series of experimental and simulation
results. Moreover, Mishima and Sumita101 have recently analyzed all
experimental results for the equation of state of supercooled water,
suggesting an experimental critical point at 207(5) K and 1050(90)
bar [although a closer look to the results of Fig. 9(b) from this
reference suggests 203(5) K and 1120(90) bar as a better option].

In this section, we discuss whether it is possible to experimen-
tally probe the surroundings of the LLCP. The main hurdle is that
the LLCP deeply lies in the ice stability region within the so-called
no man’s land,102,103 where liquid water cannot supposedly exist due
to unavoidable freezing. No man’s land border, often referred to as
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FIG. 7. Pressure–temperature location of the experimental (dashed–dotted lines)
vs the TIP4P/Ice (solid lines) ice Ih melting (black line) and homogeneous nucle-
ation (colored lines) lines. HNL subscripts indicate the rate (per cubic meter per
second) to which the line of interest is associated. Experimental melting and HNL16
lines are taken from Refs. 116 and 9, respectively. The simulation HNL16 is taken
from Refs. 108 and 117 (except for the 1400 bar point that has been interpolated
in this work from the results in Refs. 108 and 117). The HNL24 line (blue line, this
work) crosses our guess for the experimental LLCP (empty circle) obtained after
shifting 400 bar downward the TIP4P/Ice LLCP (solid circle).

the homogeneous nucleation line (HNL), is shown in dashed–dotted
green line in Fig. 7. No man’s land is the region at the left of
the HNL, where the LLCP lies according to our prediction. The
HNL was originally established for micrometric samples (or larger)
cooled down at a few kelvin per minute.24,104 With such experimen-
tal setup, the HNL corresponds to the loci where the nucleation
rate, J, (the ice nucleation frequency per unit volume) is ∼1016/(m3s)
(J is approximately given by the cooling rate divided by the drop
volume105). To stress the correspondence of the HNL with a certain
nucleation rate, we refer to the HNL discussed in this paragraph as
HNL16.

In Fig. 7, we show the TIP4P/Ice HNL16 line in solid green.
Such line is obtained by finding, for a given pressure, the tempera-
ture at which J is equal to 1016/(m3 s). The TIP4P/Ice HNL16 line is
taken from our previous work where we studied homogeneous ice
nucleation at 1 and 2000 bar105 [here, we include an extra point at
1400 bar interpolated using Classical Nucleation Theory
(CNT)106,107 as explained later on in more detail]. Remark-
ably, the model (without pressure shift) predicts quite well both
the experimental HNL16 (solid vs dashed–dotted green lines) and
the melting lines (solid vs dashed–dotted black lines). Even the
fact that the HNL16 has a more pronounced negative slope than
the melting line is captured by the TIP4P/ICE.9,105,108 We will
therefore use the non-shifted model to evaluate ice nucleation
rates in the surroundings of the LLCP to assess the viability of
observing liquid–liquid equilibrium in water. We acknowledge
that it is somewhat tricky to combine shifted with non-shifted
predictions of the model. However, it seems that thermodynamic
properties pertaining to water alone (i.e., density, compressibility,
heat capacity, etc.) are nicely reproduced by the pressure-shifted
model whereas those involving the liquid–ice transition (e.g., phase
coexistence or ice nucleation rate) do not require a pressure shift.
Considering that there is no model able to predict the overall

behavior of water, we believe that our approach of combining
shifted and non-shifted results with the aforementioned criterion is
a fair strategy to improve the accuracy of simulation predictions on
the behavior of real water.

In order to gain access to the LLCP, it is necessary to shift no
man’s land border to lower temperatures, which can be achieved
by probing higher nucleation rates (a higher rate corresponds to
a lower temperature). It is possible to experimentally probe higher
rates both by reducing the sample size and by increasing the cooling
rate.69 Using the J(T) dependence of the model for several pres-
sures (1, 1400, and 2000 bar), we find that the HNL that crosses our
estimate for the possible experimental location of the LLCP corre-
sponds to J = 1024/(m3 s) (drawn in solid blue in Fig. 7). The HNL24
line corresponds to a rate eight orders of magnitude larger than
the “traditional” HNL16 border. Therefore, it seems a great chal-
lenge to devise an experimental setup that enables probing rates 108

times faster. It is encouraging that a few groups have already been
able to measure nucleation rates in the range of 1024–1030/(m3 s)
at ambient pressure using nanometric drops and thin films.6,8,109–111

In summary, our “recipe” to search for the LLCP is (i) look at
the surroundings of 195 K and 1250 bar and (ii) keep the ratio
between the cooling rate and the drop volume (see Ref. 105 for
a detailed discussion about why this ratio is relevant), J, larger
than 1024/(m3 s).

There are two limitations in this strategy. On the one hand, the
cooling rate cannot be too high that equilibration of the liquid is
not enabled. On the other hand, drops have to be large enough to
display bulk behavior. It is as yet unclear whether surface effects in
submicrometer volumes may overrun bulk behavior, which would
be an insurmountable hurdle for the observation of the LLCP. How-
ever, the good accordance found in the nucleation rate between
the TIP4P/Ice model (no surface) and experiments (surface) all
the way from the microscopic to the nanoscopic drop regime112

suggests that bulk nucleation rates can indeed be measured in
nanodrop experiments.6,8,109,111 Moreover, the experimental nucle-
ation rate curve runs smoothly from low (microdroplets) to high
(nanodroplets) supercooling, not showing any kink that could be
indicative of a bulk-to-surface nucleation mechanism change.112

Again, we insist on the fact that several groups have already
probed rates of the order of 1024/(m3 s), circumventing the limita-
tions here discussed at ambient pressures.6,8,109–111 Extending these
experiments6,8,109,111 to high pressures would require other cool-
ing methods than fast evaporation. Alternatively, since fast cooling
under pressure is difficult, some recent experiments have shown that
by means of an IR laser one can heat amorphous phases of water
in a few picoseconds.113–115 For instance, Nilsson and co-workers
have heated an amorphous phase (at constant density) to a tem-
perature around 200 K to study liquid water before it freezes. This
has been performed by heating low-density amorphous (LDA)113

or high-density amorphous (HDA) water114 (in the latter followed
by isothermal decompression of the sample). In both cases, spectro-
scopic evidence of phase separation between two liquids was found
before the system froze (i.e., within timescales of around 1–100 μs).

F. Crystallization vs liquid metastability near
the critical conditions

We now focus on the interplay between liquid metastabil-
ity and crystallization in supercooled water under near-critical
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conditions. To that aim, we select the isobar of 1400 bar. The
choice of this pressure is motivated by the fact that although the
critical pressure of TIP4P/Ice is around 1650 bar, the model repro-
duces the real liquid properties with a 400 bar shift, suggesting that
the experimental critical point could be around 1250 bar. Thus, it
seems reasonable to study ice formation for an intermediate pressure
between these two values. Moreover, the ice nucleation rate barely
changes for pressure variations of 200 bar.118 We aim at comput-
ing J, which we do through the Classical Nucleation Theory (CNT)
framework,106,107

J = ρl
√
∣Δμ∣/(6πkBTNc)

⎛
⎝

24DlN
2/3
c

λ2
⎞
⎠

exp (−ΔGc/kBT), (4)

where ρl is the liquid number density, Δμ is the ice–liquid chemi-
cal potential difference, Nc is the number of molecules in the critical
solid nucleus, Dl is the liquid diffusion coefficient, and λ is the aver-
age distance that a given water molecule diffuses to incorporate into
the critical nucleus (typically of the order of 1 molecular diameter,
i.e., 3–4 Å119). ΔGc is the nucleation free energy barrier, which,
according to CNT, is given by

ΔGc =
16πγ3

s

3ρ2
s Δμ2 , (5)

where γs is the interfacial free energy between the solid clus-
ter and the liquid. We interpolate the value of the interfacial
free energy (γs) at coexistence for a planar interface at 1400 bar
from our previous work,108 obtaining a value of γs ∼ 37 mJ/m2.
We assume that γs varies with temperature along the isobar
with the same slope as that found for both 1 and 2000 bar
(i.e., an increase of γs of 0.285 mJ/m2 per kelvin108). It should
be mentioned that along an isobar the radius of the critical
cluster also changes with the temperature. Then, we evaluate
Δμ along temperature for the isobar of interest by performing ther-
modynamic integration of the molar enthalpy difference between
both bulk (ice and liquid water) phases120 obtained from liquid NpT
simulations performed to compute κT (Fig. 2) and from NpT ice Ih
bulk simulations run for this purpose.

By knowing J, we can estimate at 1400 bar the nucleation time
(τJ) as a function of supercooling (ΔT = Tmelting − T) for differ-
ent system sizes. The nucleation time, or the time required for the
appearance of a nucleus in a drop of volume V , is simply given by
1/(JV). In Fig. 8, we plot τJ (dashed curves) for droplets of different
radii (R) as a function of supercooling along the 1400 isobar. We
also show (solid green line) the relaxation time (τr) that we define
as the time required for a water molecule to diffuse its own molecu-
lar diameter (i.e., the time at which the mean squared displacement
equals the squared diameter69). We acknowledge that there are more
sophisticated approaches to estimate τr as through the intermediate
scattering function [Fs(Q, t)].121 However, our definition is reason-
able enough for the purpose of providing the order of magnitude
in τr . We shall focus on analyzing the behavior of water at 60 K of
supercooling (red dashed–dotted vertical line in Fig. 8) since that is
the supercooling of the LLCP along the critical isobar (Fig. 7). As
shown in Fig. 8, for droplets of radius 5 μm and 500 nm, nucle-
ation events occur before the system can even equilibrate. Thereby,
the equilibrium properties of water cannot be determined with these
droplet sizes.122 However, for droplets ranging from 5 to 50 nm (as
those used in Refs. 6, 8, 109, and 111), the first nucleation event

FIG. 8. Required time (τJ) for nucleating ice within droplets of different radii as
specified in the legend (dashed curves) and as a function of supercooling for a
constant pressure of 1400 bar. The estimated number of water molecules for each
droplet size is also included in the legend. The relaxation time (τr) (considered as
the time for a water molecule to diffuse its own molecular diameter) is represented
by a continuous green curve. The typical experimental timescale before observ-
ing nucleation in water microdroplets9 is shown by a horizontal black dotted line,
and the approximate supercooling at which the LLCP was found, is depicted by a
vertical red dashed–dotted line.

occurs after 1 000 000 and 1000 relaxation times, respectively. There-
fore, it should be possible to characterize the properties of metastable
water employing systems of those sizes.

In Fig. 8, we also include a horizontal line depicting the typical
observation timescale (of the order of seconds) for the microdroplet
experiments, giving rise to the HNL16 line (green curve in Fig. 7).
Within this timescale and using droplets of R = 5 μm, one can
only measure properties of water up to 47 K of supercooling at
1400 bar. Thus, according to the TIP4P/Ice model, one could not
observe liquid–liquid demixing in such experiments. Nevertheless,
by decreasing two orders of magnitude the size of the droplet (to
50 nm) and three orders of magnitude the observation timescale
(down to milliseconds), the LLCP can be accessed. This would prob-
ably require extremely challenging setups: emulsions of water nan-
odroplets of about 50 nm and cooling rates of the order of 103–105

K/s. While such ultrafast cooling rates have been previously experi-
mentally achieved at ambient pressure through vapor-phase super-
sonic expansions,6,8 applying such fast cooling rates to nanoscopic
droplets under pressure might be much more challenging (although
they could be easily obtained in heating experiments).

We now evaluate the time required to freeze a sample. This
is a key magnitude to take into consideration since in experi-
ments ice is typically detected when the majority of the sample is
frozen rather than when ice nuclei are initially formed.108 While
at moderate supercooling, the nucleation time is almost identical
to that required to completely crystallize the sample, at very deep
supercooling, it can be the ice growth rate what ultimately con-
trols the crystallization timescale to freeze the droplet.119,123 The
Kolgomorov–Johnson–Mehl–Avrami (KJMA) equation124–126 pro-
vides a useful framework to elucidate the interplay between nucle-
ation and crystallization times for a given sample at very large
supercooling. The KJMA expression introduces a new parameter
(τx), which is the time required to crystallize a certain volume
fraction of the sample (ϕ). τx is controlled by both the nucleation
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rate (J) and the ice growth rate (u). We can evaluate τx through the
KJMA expression:

τx = ((3ϕ)/(πJu3))1/4. (6)

For the purpose of evaluating τx, we have computed the ice
growth rate (u) of the secondary prismatic plane of ice Ih as a
function of supercooling for the isobar of 1400 bar [Fig. 9(a), blue
circles]. Interestingly, we find that u increases with pressure, espe-
cially at lower temperatures, from 1 to 1400 bar. This observation is
consistent with the fact that liquid water self-diffusion significantly
increases upon compression up to moderate pressures of 2500–3000
bar.127 In any case the difference becomes much smaller if u is plot-
ted as a function of the supercooling as the melting temperature
of the model is 255 K at 1400 bar and 270 K at 1 bar. We note

FIG. 9. (a) Growth rate of the ice Ih secondary prismatic plane as a function of
temperature at normal pressure (red curve, data from Ref. 69) and 1400 bar (blue
circles, this work). (b) Time required for nucleating ice (τJ) with droplets of differ-
ent radii as specified in the legend (dashed curves) as a function of supercooling
for 1400 bar. The estimated number of water molecules for each droplet size is
included in the legend. The crystallization time, τx (or the time required for 70%
of the volume to crystallize) for 1400 bar as a function of supercooling is depicted
by a continuous red curve. The relaxation time (τr) is represented by a contin-
uous green curve. Finally, the supercooling at which the LLCP could be found is
depicted by a vertical purple line, whose thickest part indicates the time window
available to measure 50 nm water drops in the liquid state.

that the experimental ice growth rate at 1 bar as a function of tem-
perature is well described by the model.69,128 Moreover, we have
recently reported the existence of a maximum in the growth rate
of the TIP4P/Ice model at normal pressure.69,129 A similar behav-
ior is expected at 1400 bar as the growth rate must go to zero when
approaching the melting point at this pressure (i.e., around 255 K).

We plot τx as a function of the supercooling for the isobar
of 1400 bar in Fig. 9(b) (red curve). We have used a value of
ϕ = 0.7 and employed the reported value of u for the secondary pris-
matic plane from Fig. 9(a) (which for our purpose provides a good
enough estimate of the ice growth rate as shown in Ref. 130). We
notice that τx is almost constant for ϕ between 0.6 and 0.9 since τx
changes as a power law of ϕ1/4. Remarkably, the minimum in τx is
of the order of hundreds of microseconds, which is fully compatible
with the experimental reported timescales before observing freez-
ing in the employed samples to investigate liquid–liquid demixing
in Refs. 113 and 114. We note that the KJMA expression only con-
tains intensive parameters such as J and u, and hence, it does not
depend on the system size. Therefore, when the nucleation time is
larger than τx, the traditional KJMA expression cannot be applied
because the crystallization time is dominated by the nucleation time
[Fig. 9(b), dashed curves], which is inversely proportional to the
system’s volume.119,123 As the system size increases, the intersec-
tion between τJ and τx moves toward smaller supercooling. Despite
the KJMA expression being valid for all temperatures at the ther-
modynamic limit, for finite system sizes, it is certainly not the case.
Thus, the required time to observe crystallization of the majority of
a sample is given by the largest time of either τJ or τx.

Overall, from Fig. 9(b), we find that beyond 75 K of supercool-
ing it is not possible to equilibrate liquid water at 1400 bar as only
extremely small droplets of less than 0.5 nm radius (where surface
effects are dominant and there is no bulk water) could avoid freezing.
Droplets of 500 nm at 60 K of supercooling would nucleate instanta-
neously (i.e., after 0.1 μs) without enough time to equilibrate [green
dashed curve intersecting solid green line, Fig. 9(b)]. However, the
crystallization of the sample induced by the emergence of multiple
critical nuclei would not be experimentally detectable due to slow ice
growth rate until hundreds of microseconds later (red line). As can
be seen in Fig. 9(b), at 60 K of supercooling, the nucleation time is
larger than both the relaxation time and τx for drops of 50 nm or
smaller. Having these conditions satisfied, it is possible to measure
thermodynamic liquid properties before freezing.

III. CONCLUSIONS
In this work, we show that the TIP4P/Ice model can accurately

describe the experimental isothermal compressibility (Fig. 2) and
liquid equation of state (Fig. 3) from 1 bar up to 1600 bar and low
temperatures (down to 220 K) upon applying a pressure shift of
400 bar on its predicted thermodynamic magnitudes. Importantly,
while other water force fields such as the iAMOEBA, TIP4P/2005,
or MB-pol can successfully reproduce one of these two magnitudes
at ambient pressure (i.e., iAMOEBA and TIP4P/2005 can reca-
pitulate the liquid EOS, whereas the MB-pol can recapitulate the
isothermal compressibility), they fail when describing the other ther-
modynamic property (Fig. 1). Furthermore, we compare structural
features of liquid water at ambient pressure—such as the height
and the integral of the second peak of the oxygen–oxygen radial
distribution function—with the pressure-shifted model predictions
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of the TIP4P/Ice. We obtain an outstanding agreement between
experimental and modeling results for the tetrahedrality of liquid
water as a function of supercooling (Fig. 4).

We perform a Maxwell construction to evaluate the existence
and location of a liquid–liquid critical point in the TIP4P/Ice model.
Our results confirm the location pinpointed by previous studies for
the TIP4P/Ice model,26,52 suggesting a locus around 195 ± 5 K and
1650 ± 150 bar for the second critical point (Fig. 6). Moreover, inde-
pendent calculations of the maxima of the response functions (Cp
and κT) also indicate a similar locus for the LLCP. Motivated by the
resemblance between the pressure-shifted model and the experiment
in the behavior of supercooled water, we propose an hypothetical
location of the LLCP for real water slightly below 200 K and near
1250 bar.

Since such conditions are deeply buried within the supercooled
regime of TIP4P/Ice water (Fig. 7), we assess the plausibility of
gaining experimental access to the predicted LLCP location by prob-
ing metastable water before it freezes. We estimate the relaxation,
nucleation, and crystallization timescales along an isobar near the
critical pressure (Figs. 8 and 9). Our results strongly suggest that
only droplets with radii around several tens of nanometers may
serve to unravel the behavior of water at 60 K of supercooling,
where liquid–liquid immiscibility may occur. Nevertheless, even
with droplets of this size, freezing would take place in times of the
order of the millisecond according to our simulations from Fig. 9.
Therefore, the second critical point of water based on these consid-
erations and assuming that real water would behave as TIP4P/Ice
water, would only be accessible with an elaborate setup that enabled
fast cooling and small volumes at moderate pressures. By using
previous ice nucleation rate calculations,108 we estimate the rate
corresponding to the predicted location of the LLCP and obtain
J = 1024/(m3 s). Therefore, our “recipe” for probing the LLCP would
be searching using droplets of radius 50 nm or less in the surround-
ings of 195 K and 1250 bar while keeping the ratio between the
cooling rate and the drop volume larger than 1024/(m3 s). Remark-
ably, several experimental groups6,8,109–111 have already measured
homogeneous nucleation rates well beyond this value at ambient
pressure with nanometric drops. Therefore, our results bring hope
that the second critical point in water might be probed if similar
experiments could be performed at pressures around 1250 bar.
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